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Abstract

A stable financial system is essential for growth in banks. A financial crisis can damage banks, as was seen in the financial crisis of 2008. Banks are subject to government regulation to reduce the risk of future financial crises. Amongst several requirements, capital requirements, as set out by local government, are influenced by the Bank for International Settlements’ Basel Committee on Banking Supervision. The requirements, as set out in the Basel Accord, allow banks to build risk models for three risk drivers, namely the probability of default (PD), loss given default (LGD) and exposure at default (EAD). The risk drivers are combined to predict the unexpected credit loss that is used as a safety cushion against unexpected credit losses. Banks are also subject to financial reporting and disclosure requirements. International Financial Reporting Standards (IFRS) are standards issued by the IFRS Foundation and the International Accounting Standards Board (IASB). The IFRS 9 standard gives guidance with regard to the estimation of impairments and typically the same three risk drivers are used. Impairments models are used to estimate provisions that banks need to hold against expected credit losses. The accuracy of these risk drivers are also key to the stability of banks. The objective of this thesis is to develop LGD models for Basel and IFRS 9 that adhere to the required regulations. LGD methodologies can be classified into direct and indirect methodologies. Under Basel, a direct and indirect LGD model was developed. The direct LGD model was adapted for IFRS 9 requirements.

Survival analysis is one of the approaches used in direct LGD modelling. A standard method in this approach is the EAD weighted survival analysis (denoted by EWSA). The first article will aim to enhance the survival analysis estimation of LGD. Firstly by using default weighted LGD estimates and incorporating negative cashflows and secondly by catering for over recoveries. We will denote this new method to predict LGD as the default weighted survival analysis (DWSA). These enhancements were motivated by the fact that the South African Reserve Bank requires banks to use default weighted LGD estimates in regulatory capital calculations. Therefore, by including this into the survival analysis approach, the model is aligned more closely to regulations. Recovery datasets used by banks include both negative and over recoveries. By including these into the LGD estimation, the models are more closely aligned to the actual data. The assumption is that the predictive power of the model should therefore be improved by adding these changes. The proposed model is tested on eight datasets. Three of these are actual retail bank datasets and five are simulated. The datasets used are representative of the data typically used in LGD estimations in the South African retail environment.

When the indirect LGD methodology is used, two components exist, namely the loss severity component and the probability component. Commonly used models to respectively predict the loss severity and the probability component are the haircut- and the logistic regression models. In the second article, survival analysis is proposed as an improvement to the more traditional logistic regression method. By testing the MSE (mean squared error), bias and variance of the two methodologies, it was shown that the improvement enhanced the model’s predictive power. The proposed LGD methodology (using survival analysis) was applied on two simulated datasets and two retail bank datasets, and outperformed the logistic regression LGD methodology. Additional benefits included that the new methodology could allow for censoring as well as predicting probabilities over varying outcome periods.
The third article is aimed at adapting the DWSA method, used in the first article to model the Basel LGD to estimate the LGD for IFRS 9 impairment requirements. The DWSA methodology allows for over recoveries, default weighting and negative cashflows. This IFRS 9 LGD is used in the calculation of the expected credit losses (ECL) as per the IFRS 9 standard. The IFRS 9 LGD methodology that is described in this paper makes use of survival analysis to estimate the LGD. The Cox proportional hazards model allows that a baseline survival curve can be adjusted to produce survival curves for different segments of the portfolio. The forward-looking LGD values are adjusted for different macro-economic scenarios and an ECL is calculated for each scenario. These ECL values are probability-weighted to produce a single ECL number. This paper illustrates the IFRS 9 LGD as well as the ECL on a real dataset from a retail portfolio of a South African bank.

**Key words:** Loss Given Default, Survival Analysis, Basel, IFRS 9, Retail Credit
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Credit risk is defined as the risk or probability that a counterparty will default, due to failure to pay its credit obligations, in accordance with agreed terms. If this credit risk realises, an economic loss (shortfall) may be incurred should the bank not recover all monies due. Since the financial crisis of 2008, credit risk modelling has attracted a lot of attention. There is now a greater awareness of how the quality of credit risk models affects the amount of capital and impairments that banks are to keep. The development of robust and accurate credit risk models has become vital. The accurate estimation of credit risk will result in a competitive advantage for banks. The Basel Accord (BCBS, 2006) allows for banks to derive their own internal credit risk models under the advanced internal rating based (AIRB) approach. The Accord further allows banks to build risk models for three risk parameters, namely the probability of default (PD), loss given default (LGD) and exposure at default (EAD). The risk drivers are combined to estimate the capital that is used as a safety buffer against unexpected credit losses. Apart from keeping capital for unexpected loss, banks also need to hold provision for expected loss. Impairment models are used to estimate these provisions. The IFRS 9 standard (IFRS, 2014) gives guidance with regard to the estimation of impairments.

This chapter starts out by giving background and motivation (Section 1) pertaining to Basel and IFRS 9. This is followed by the thesis objectives in Section 2 and Section 3 contains a literature summary focusing on LGD modelling methodologies. Section 4 summarizes the chapter.

1. Background and motivation

The motivation of this thesis will start with an overview of Basel regulations and a synopsis of IFRS 9. The shortcomings identified will then form the rest of the motivation.

1.1. Basel

Prior to 1974, the non-existence of regulatory systems allowed for major disruptions of international financial markets. This led central bank governors of the G10 countries to establish a committee on banking supervision. The main aim of the Basel Committee on Banking Supervision (BCBS) was
to first put measures in place to create financial stability through co-operation between its members. This was achieved by the improvement of quality of banking supervision worldwide (BCBS, 2015b, pp. 1).

The aim of the BCBS is to identify current or developing risks to the global financial system. This objective is achieved by the development of minimum standards as well as knowledge sharing of best practices for the regulation and supervision of banks. BCBS promote common understanding and sharing of information across country borders. The committee has no legal standing in any country. BCBS depend on national authorities to implement these standards and policies developed by them (BCBS, 2015b, pp. 1). The South African Reserve Bank (SARB) is the governing body that is responsible for regulating the South African banks which implement the Basel Accord.

The need for fundamental strengthening of the Basel II Accord was identified before the financial collapse of Lehman Brothers in September 2008. The financial crisis of 2008 was an eye opener for the banking sector as they were exposed to high leverage and low liquidity buffers. The banking sector was further exposed to inappropriate risk management and weak incentive structures. The combination of above-mentioned factors led to the mispricing of credit and liquidity risk and excess credit growth. The Basel committee issued “Principles of sound liquidity risk management and supervision” in September 2008 and followed in July 2009 with a further revised issue to strengthen the Basel II capital framework (BCBS, 2015b, pp. 4).

The Basel II Accord is structured into three pillars. The first pillar deals with minimal capital required, the second with the supervisory review process, and the third with market discipline. Credit risk, market risk and operational risk is covered in the Accord (BCBS, 2006, pp. 6).

Under pillar one, the Accord allows banks to calculate their capital for credit risk by following one of two approaches (BCBS, 2006): the standardized approach and the internal ratings-based approach. The standardized approach measures credit risk in a standardized manner. External credit ratings are used to determine the risk weight for certain exposures. The committee has also taken under consideration the possibility of introducing a standardized set of risk drivers and recognizes the challenges that exist with such an approach (BCBS, 2014, pp. 1). The internal ratings-based approach (IRB) is a more advanced approach where banks can develop and use internal models that require approval from the banks regulatory authority (BCBS, 2006, pp. 52). These models include the PD, LGD and EAD.

Under pillar two, a bank’s management needs to have a process in place to assess if the capital held by the bank is consistent with their risk profile, and a strategy to maintain their capital levels (BCBS, 2006, pp. 205). Regulators need to review and evaluate this process and strategy and take appropriate action if banks are not compliant (BCBS, 2006, pp. 209). Regulators should expect banks to operate above the minimum capital levels and intervene at an early stage when required (BCBS, 2006, pp. 211–212).

Pillar three introduces a set of disclosure requirements that banks needs to adhere to. Regulators have many measures that they can require from banks. Certain of these measures will become compulsory (BCBS, 2006, pp. 226).

The IRB approach utilises the Asymptotic Single Risk Factor (ASRF) model. The ASRF model assumes that a borrower will default if the value of the borrower’s assets falls below the value of its debts. Within the ASRF model, the distinction is drawn between idiosyncratic and systematic risk factors. The law of large numbers shows that idiosyncratic risk factors cancel each other out within a
large portfolio consisting of small accounts. Systematic risk factors therefore are the remaining risk factor that needs to be considered. In this framework all systematic risk factors that affect borrowers similarly are assigned only one single risk factor. This risk factor represents the changing economic conditions, which has the same effect on all portfolios. Under the ASRF model, risk-weighted assets (RWA) are calculated using PD, LGD and EAD estimates. It is worth noting that despite guidance towards the ASRF model by the Basel committee, banks are given discretion to use the model that best suits their requirements when it comes to estimating and mitigating risk. The internal ratings-based approach (IRB) is a more advanced approach where banks can develop and use internal models (PD, LGD and EAD models) that require approval from the bank’s regulatory authority (BCBS, 2006, pp. 52). The models must be accurate and predictive across the range of borrowers. Banks need to validate their models on a regular basis to ensure monitoring of performance and stability (BCBS, 2006, par. 417).

The PD comprises of a point in time (PIT) PD and a through the cycle (TTC) PD. A PIT PD is the probability of an account defaulting in the following year, as estimated at a particular point in time. The TTC PD is the probability that an account defaults over the economic cycle (a long-run average). When the LGD is developed over a downturn period (a period where a ‘downturn’ is observed in an economic cycle) it is referred to as the downturn LGD. The TTC PD and the downturn LGD is used as an input in the Basel RWA calculation.

The Basel II revision was issued during December 2010. It was named “Basel III: A global regulatory framework for more resilient banks and banking systems” (BCBS, July 2010). The three focus areas of Basel II were greatly improved (BCBS, 2015b, pp. 4): Basel III introduced stricter definitions of capital, higher minimum ratios and the introduction of a macroprudential. Basel II was a fundamental enhancement of the guidelines to the banking regulations worldwide. The Basel committee together with the group of twenty (G20) leaders emphasized the introduction of the reformed banking framework as defined by Basel III in such a way that it would not impede and disrupt the recovery of the real economy (BCBS, 2015b, pp. 5).

This thesis will focus on developing retail bank LGD models for credit risk by making use of the internal ratings-based approach that is allowed under pillar one of the Basel II Accord when modelling the unexpected loss for capital requirements. The expected losses are treated separately under IFRS 9 and is described in the following section.

1.2. IFRS 9

During 2005, the Financial Accounting Standard Board (FASB) and International Accounting Standard Board (IASB) began working on simplifying the reporting for financial instruments. The discussion paper, "Reducing complexity in Reporting Financial Instruments", was published during March 2008. The discussion paper identified several possibilities for improvement. These were supported by financial institutions. This resulted in the IASB adopting the project to its agenda during November 2008. In April 2009 IASB announced an accelerated timetable for replacing IAS 39. This was due to the financial crisis and the conclusion of the G20 leaders and the International Stability Board (IFRS, 2014, pp. 4).

IASB added to International Financial Reporting Standard 9 (IFRS 9) the requirement to account for expected credit loss on its financial assets. This requirement eliminates the threshold that was
in IAS 39 for the recognition of credit losses. Under the impairment approach in IFRS 9, it is not necessary for a credit event to occur before credit losses are recognized. Expected credit losses and changes to such are reported. The amount in credit losses is updated at each reporting period, reflecting the change in credit risk. The result is more timely information in respect of expected credit losses (IFRS, 2014, pp. 6).

The International Accounting Standard Board published the new and complete IFRS 9 standard in the form of the document “IFRS 9 Financial Instruments” (IFRS, 2014). This document replaces most of the IAS 39 standard. Amendments were made to the classification and measurements of financial assets standards. It also includes new hedge accounting guidance. It contains new impairment requirements that will allow for earlier recognition of credit losses. According to this guideline, the financial statements of banks must reflect the IFRS 9 accounting standards for the period starting on 1 January 2018 (EBA, 2016, pp. 4).

The IAS 39 accounting standard makes use of provisions on incurred losses. Learning from the financial crisis is that expected losses, instead of incurred losses, should be used to calculate the provisioning for banks (GPPC, 2016, pp. 21). Under IFRS 9, a financial entity allows for expected credit losses. The expected credit losses should be equal to the lifetime expected credit losses, if the credit risk has risen significantly. When the converse is true, a financial entity may allow for credit losses equal to 12 month expected losses (IFRS, 2014, pp. 26).

An entity must assess the significance in change of credit risk (SICR) at each reporting date. When conducting this assessment, each entity should use the change in risk of a default occurring over the expected life of the instrument compared to the change in the amount of credit loss. For this assessment to be made, the risk needs to be determined at the reporting date and compared to the risk at the initiation date. This will be an indication of SICR since initiation. The initial presumption that a significant credit risk develops when a payment is 30 days overdue is not valid anymore as the credit risk will increase if an entity has enough substantial information to determine that there has been a significant increase in credit risk (IFRS, 2014, pp. 27).

The benefits of IFRS 9 compared to IAS 39 will be seen in the accounting model for financial instruments and on credit loss provisions. It will impact recognition of credit losses regarding the issue of raising insufficient provisions at too late a stage. It will improve the accounting recognition of loan loss provision due to a wider range of credit information that should be collected (EBA, 2016, pp. 4).

The expected credit loss model is a forward-looking model and should result in the early detection of credit losses. This will contribute to financial stability. IFRS 9 is expected to address regulating concerns. The expected credit loss module is aligned with existing regulating practices where credit institutions use an internal ratings-based (IRB) model which, requires calculation of expected credit losses rather than incurred credit losses when determining regulatory capital requirements (EBA, 2016, pp. 7).

The complexity of judgement that is required in the expected credit loss assessment could affect the consistent application of IFRS 9 across credit institutions. The comparability of financial institutions’ financial statements will be impacted. The volatile nature of expected credit losses compared to incurred losses means that there will be more intensive oversight following implementation (EBA, 2016, pp. 7).

Most credit institutions have well established capital models for the measurement of unexpected
losses; these models may be used as a starting point for estimating expected credit loss. Regulatory capital models are not suitable for the use of expected credit loss due to the differences in outcomes and inputs used for each of these (EBA, 2016, pp. 8).

The Basel Committee on Banking Supervision (BCBS) in December 2015 issued the document “Guidance on accounting for expected credit losses” (BCBS, 2015a) which thoroughly explains the supervisory expectation for credit institutions relating to sound credit risk practices. The supervisory guidance on credit risk and accounting for expected credit losses sent out by BCBS is a sound credit risk practice that will greatly benefit credit institutions with the implementation and application of the expected credit loss accounting model (EBA, 2016, pp. 4).

This thesis will also focus on developing a retail bank LGD model for expected credit loss to be used in the impairment calculation as set out in the IFRS 9 standard. This will be achieved by adapting a Basel LGD model.

1.3. Motivation

In this thesis, we study the estimation of the LGD component for both Basel and IFRS 9. Retail credit products can be classified into secured and unsecured products, and two separate approaches are described in this thesis to predict LGD. The difference between a secured and unsecured loan is the presence or absence of collateral. Collateral is given as security for possible non-repayment of a loan. A direct modeling approach is used to model LGD for unsecured products and an indirect modeling approach is used to model the LGD for secured products.

A direct modelling approach is followed by Witzany, Rychnovsky and Charamza (2012), which produces an EAD weighted LGD using survival analysis (denoted by EWSA), but Basel requires the LGD estimate to be default weighted. This can be seen in Paragraph 468 of the Basel Accord (BCBS, 2006) which states that: “This LGD cannot be less than the long-run default-weighted average loss rate given default calculated based on the average economic loss of all observed defaults within the data source for that type of facility. In addition, a bank must consider the potential for the LGD of the facility to be higher than the default-weighted average during a period when credit losses are substantially higher than average”. In Chapter 2 we will enhance the EWSA approach by Witzany et al. (2012). The enhanced default weighted LGD model using survival analysis (denoted by DWSA) will produce default weighted LGD estimates, incorporating negative cashflows and will cater for over recoveries. The DWSA aligns more closely to regulations, since the Basel Accord requires default weighting. The model aligns more closely to actual data, since the model allows for over and negative recoveries that occur on LGD databases. It is expected that the predictive power of the model should improve. This assumption is tested on three retail bank datasets and five simulated datasets.

The indirect modelling approach followed by Leow and Mues (2012) modelled LGD by modelling a probability component, and loss severity component and combining them to estimate LGD. Incomplete accounts are excluded from the development of the probability component, since a binary target with outcomes write-off and not write-off is used. Valuable information is contained in incomplete accounts (EBA, 2016, pp. 34). LGD will be underestimated when incomplete accounts are excluded from LGD model development estimates. In Chapter 3, survival analysis is proposed as an improvement of the logistic regression approach used to model the probability component.
The adapted methodology also allows for censoring and the inclusion of incomplete accounts into the model development. The MSE, bias and variance of the two approaches are compared and it is shown that the change improves the predictive power of the model.

IFRS 9 replaced IAS 39 and moves from estimating actual losses to expected losses. Basel model development methodologies naturally lend itself to estimating the IFRS 9 LGD. The direct Basel LGD model development methodology of Chapter 2 will be adapted to model the IFRS 9 LGD in Chapter 4. The default date and months since default is used as segmentation in the DWSA model. A change for this segmentation scheme is required when adapting the model for IFRS 9. The lifetime of the account forms the basis of the expected credit loss calculation, and the month on book and application date characteristics, are used as segmentation for IFRS 9. The IFRS 9 LGD models are calibrated to recent information (Chawla, Forest and Aguais, 2016). LGD is modelled by month on book and a separate survival curve is created for every month on book. The DWSA methodology is used to create each of these survival curves.

2. Thesis objectives

A stable financial system is essential for growth in banks. A financial crisis can damage banks, as was seen in the financial crisis of 2008. Banks are regulated to reduce the risk of future financial crises. The accuracy of risk drivers to predict capital and impairments under Basel and IFRS 9, respectively, are key to the stability of banks. LGD is a key risk driver when estimating expected and unexpected losses. Given the key importance of the LGD for banks, the objectives of this thesis is to develop LGD models for Basel and for IFRS 9 that adhere to the required regulations and that are accurate.

LGD model developments need to align to the Basel Accord to give comfort to regulators and clients that the level of regulatory capital kept by a bank is sufficient to cover any possible unexpected losses. The direct LGD model development approach followed by Witzany et al. (2012) produces an EAD weighted LGD (denoted by EWSA). The first objective is to adopt the EWSA to produce a default weighted LGD (denoted by DWSA). Further enhancements made to the methodology are the inclusion of negative recoveries and incorporating over recoveries.

The indirect modelling approach followed by Leow and Mues (2012) models the probability and the severity component separately for LGD. The probability component is modelled by making use of logistic regression and a binary outcome. Logistic regression will be replaced by survival analysis and incomplete accounts will be modelled as a separate outcome, deriving at the second objective. The accuracy of Basel LGD models will increase by incorporating the information within incomplete accounts into the LGD modelling.

The third objective is to develop a robust IFRS 9 LGD modelling methodology. This methodology will be adapted from the direct Basel LGD model development methodology. Forward-looking LGD values will be predicted and adapted for macro-economic scenarios. The forward-looking macro-economic adjusted LGD values will be combined with a marginal PD and an EAD value to calculate expected credit losses on a portfolio.
3. Literature summary

This section will provide a short literature summary on unexpected credit loss under Basel and the expected credit loss under IFRS 9. LGD is a component of both expected and unexpected credit loss. The next subsection will provide a brief summary of LGD model methodologies. Lastly we will provide an introduction to survival analysis.

3.1. Expected and unexpected loss

The expected loss is the result of doing business, and banks typically manage these losses through pricing and provisioning. Losses over and above the expected losses are unexpected losses and, the bank needs to hold a buffer of capital against these losses. Capital is held to ensure that the bank meets regulatory obligations to cover unexpected losses where provisions is held to cover expected loss (BCBS, July 2005, pp. 2).

The risky position of a bank can be expressed in terms of a loss distribution. Typically, the expected loss is the expected value of the loss distribution. The unexpected loss may be defined as some risk measure of the loss distribution (e.g. value-at-risk), see Figure 1, or the difference between such a risk measure and the expected loss.

![Figure 1: Loss distribution](image)

3.1.1. Unexpected losses under Basel II

The loss probability density function is used by Basel to derive the capital formula. Figure 1 gives an example of a typical loss distribution. The right-skewed distribution shows that smaller losses occur more frequently. A confidence level is set equal to the likelihood that the bank remains solvent; the quantile of one minus this confidence level is equal to the value-at-risk. Under Basel, the unexpected loss is defined as the difference between the value-at-risk and the expected loss.

In the Basel II Accord (BCBS, 2006, pp. 52), banks adopting the advanced Internal Rating-Based (IRB) approach are allowed to model their own estimates for regulatory capital. The risk components that make up regulatory capital include measures of the PD, LGD and EAD. For the
purpose of this thesis, the LGD component will be analysed and expanded. The risk weighted asset formula (RWA) for a retail portfolio in the capital Accord is

$$RWA = 12.5 \times EAD \times LGD \times (\Phi \left( \frac{\Phi^{-1}(PD) - \Phi^{-1}(0.999) \sqrt{\rho}}{\sqrt{1-\rho}} \right) - PD).$$

The correlation, $\rho$, measures the bank’s exposure to the general state of the economy and $\Phi$ indicates the standard normal distribution.

LGD is the economic loss incurred by the bank when a customer defaults on a loan and is expressed as a fraction of EAD that is unpaid (BCBS, 2005, pp. 61). There exists a direct relation between LGD and the required capital that needs to be maintained. A 10% error in LGD will translate into a 10% error in regulatory capital. Due to the sensitivity of the regulatory capital formulae to LGD, it is necessary to ensure that the LGD estimation process is as accurate as possible (Witzany et al., 2012, pp. 20).

The Basel Accord states that the long run default weighted average LGD must be used and LGD estimates may not be lower than this value. Therefore the LGD is measured over a period that reflects economic downturn conditions. The data used in the development of an LGD model must span an economic cycle and needs to be at least five years for retail exposure and seven years for corporate exposures. The point in time LGD will vary with the economic cycle and the downturn LGD is therefore used for regulatory capital calculation (Engelmann and Rauhmeier, 2011, pp. 153).

### 3.1.2. Expected losses under IFRS 9

The expected credit loss (ECL) for account $i$ that is currently at month on book $m$ is:

$$ECL_{i,m} = (1+e)^{-h} \sum_{h=0}^{H} PD_{i,m,m+h} LGD_{i,m,m+h} EAD_{i,m,m+h}$$

The marginal $PD_{i,m,m+h}$ is the probability of account $i$ defaulting at month on book $m+h$, given that the account remained performing until month on book $m$. $LGD_{i,m,m+h}$ is the loss given that account $i$ defaulted at month on book $m+h$ and $EAD_{i,m,m+h}$ is the exposure of account $i$ that defaulted at month on book $m+h$. The cashflows on accounts are discounted to the reporting date by applying the current monthly effective interest rate ($e$).

The IFRS 9 standard requires the ECL estimates to be forward-looking and adjusted for macro-economic scenarios. The time horizon, $H$, for the forward-looking information will vary between 12 months and remaining lifetime depending on the stage that the account is in. A stage is assigned based on changes in credit quality since initial recognition. Stage 1 is assigned when credit risk has not increased significantly since initial recognition. Stage 2 is assigned when credit risk has increased significantly since initial recognition. Stage 3 is assigned when an account defaults. A 12-month ECL is recognized for Stage 1 accounts and a lifetime expected loss (EL) is recognized for Stage 2 and Stage 3 accounts.

### 3.1.3. Basel vs IFRS 9

Now that we have discussed unexpected losses under Basel II and expected losses under IFRS 9, we will highlight the main differences between Basel and IFRS 9:
• Unexpected losses are calculated under Basel and used to predict the amount of capital that a bank needs to hold. The impairment calculation in a bank is regulated by the IFRS 9 standard and the expected credit losses are used to determine the provision used for impairments.

• The Basel models are predicted over a downturn period while IFRS 9 models make use of recent information.

• Indirect expenses are not added to the LGD for IFRS 9, but is added for the Basel LGD.

• A single default definition is used for IFRS 9 and a multiple default definition is used when capital is calculated as per the Basel Accord.

• Forward-looking information and macro-economic scenarios are used for IFRS 9 and not for Basel.

It is noteworthy that whilst Basel regulations are focussing on simplifying its approach, the IFRS 9 is getting more complicated in their respective approaches (moving from an incurred to an expected loss methodology) for calculating expected losses. It is of the utmost importance that the two regulations governing accounting and prudential standards are consistent with each other. A lack of consistency between the two mentioned pieces of legislation leads to complications and uncertainty for banks and regulators alike (De Jongh, Verster, Reynolds, Joubert and Raubenheimer, 2017, pp. 270–271).

Literature summaries on LGD methodologies and more specifically on workout LGD methodologies to directly and indirectly model the LGD are given in the next subsections.

3.2. Literature summary on LGD methodologies

A distinction can be made between subjective and objective LGD methodology. Subjective LGD methodology makes use of expert judgement and are used for low default portfolios, portfolios with insufficient data and new portfolios. Objective LGD methodology can be classified into the explicit and implicit methodologies. The explicit methodology allows for the direct computation of LGD, whereas with implicit methodology LGD relevant information needs to be extracted by applying applicable procedures. The market LGD, implied market LGD and the workout LGD are categorized as objective LGD methodology and expert judgement is categorized as a subjective method (Engelmann and Rauhmeier, 2011, pp. 157). The workout LGD is used in the retail sector, and the market LGD and implied market LGD are applied to the corporate sector. The market LGD is calculated as one minus the recovery percentage derived from the corporate bond price or share price available at the point of default. The implied market LGD is modelled from risky but not defaulted corporate bond or share prices by making use of a theoretical asset pricing model (BCBS, 2005, pp. 4).

The workout LGD (the focus of this thesis) can be modelled by using the direct approach or the indirect approach. When using the direct approach, the LGD is equal to one minus the recovery rate (De Jongh et al., 2017, pp. 261). The indirect approach uses two components that are modelled separately, namely the probability component and the loss severity component. The market LGD is an example of an ex-post or actual LGD and the workout LGD is an example of an ex-ante or
estimated LGD (Engelmann and Rauhmeier, 2011, pp. 157 – 158). Figure 2 contains a diagram that illustrates the classification of the various LGD approaches.

The workout LGD models used in the retail sector are not as advanced as the market LGD or implied market LGD models used in corporate loans due to the fact that most of the work on prediction of LGD pertains to the corporate sector (Qi and Yang, 2009, pp. 788). Corporate bond prices and share prices are publicly available at the point of default and used to infer the relative credit risk of the underlying company, the associated risk premium and the recovery percentage (Leow and Mues, 2012, pp. 184). The papers by (Lotheram, Brown, Martens, Mues and Baesens, 2012), (Qi and Zhao, 2011) and (Bellotti and Crook, 2012) contain comparisons between different LGD modelling techniques. This thesis will focus on workout LGD in the retail sector.

3.3. Literature summary on workout LGD to directly model LGD

The workout LGD is equal to one minus the recovery rate, where the recovery rate can be calculated as the sum of all future recoveries discounted to the default point expressed as a percentage of the exposure at default.

Witzany et al. (2012) propose a direct modelling approach using EAD weighted survival analysis using a Cox proportional hazard model. Other methods used in literature to model LGD include beta regression, ordinary least squares, fractional response regression, inverse beta transformation, run-off triangle and Box-Cox transformation.

Although a run-off triangle (Braun, 2004, pp. 401) is most often used, it cannot take covariates into account. A separate run-off triangle needs to be created for every segment or attribute of a co-
variate. In the other mentioned methods, the covariates can be grouped into attributes and modelled onto the LGD. In the beta regression suggested by Brown (2014, pp. 65 – 66), a beta distribution is fitted to the LGD. The beta distribution is reparametrized and covariates are modelled onto the new parameters. For the ordinary least squared approach, a linear regression is used to model LGD directly (Witzany et al., 2012, pp. 12). The LGD is the dependant variable in the linear regression and the covariates are modelled onto LGD.

Bastos (2010, pp. 2512) describes the fractional response regression. The LGD is taken as the dependant variable. The Bernoulli log likelihood is maximized to estimate the parameters. A logistic function is used for the functional form. Brown (2014, pp. 64) described the inverse beta model in his article. He applies a cumulative beta distribution to the recovery rate and estimates the parameters. The inverse standard normal cumulative distribution function is then applied in reverse to get the predicted LGD.

Braun (2004, pp. 401) describes the run-off triangle approach. Recovery amounts are summed by default date and months since default. The available recovery information forms a triangle. The available recovery information is used to predict future recovery information by applying a technique called the chain ladder approach. The Box-Cox transformation is applied to the recovery rate variable. An ordinary least square is applied to the transformed variable and the transformation is applied in reverse (Brown, 2014, pp. 66).

A more detailed description of these various LGD modelling methodologies from literature are given in Appendix A of the article titled “Default weighted survival analysis to directly model loss given default” (Chapter 2).

### 3.4. Literature summary on workout LGD to indirectly model LGD

The indirect approach uses two components that are modelled separately, namely the probability component and the loss severity component. Somers and Whittaker (2007) introduced the idea of an indirect LGD model whereby the LGD is calculated by combining a probability component and a haircut (loss severity) component, but did not detail the development of the probability component. The paper by Leow and Mues (2012, pp. 183) describes the indirect approach whereby LGD is calculated by combining two models. The two models are the haircut model and the probability model. The probability model provides an estimate of the probability of each account undergoing a loss event. The haircut model predicts the difference between the forced sale price and the market valuation of the repossessed property (Leow and Mues, 2012, pp. 186).

Although there are limited literature on indirect LGD methodologies, there exist a vast number of modelling techniques on modelling the probability of an event and the severity of an event. However, this is outside the scope of this thesis.

### 3.5. Survival analysis

The set of procedures used to study data, which concludes in a specific event (such as death or inability to repay a loan), is called survival analysis. To measure and study the time up to the occurrence of that specific event is the main aim of survival analysis. Survival analysis is used across this paper to model loss given default and therefore a literature study of survival analysis is
The survival and hazard functions are set out in the section below. The hazard- and survival functions is relevant for survival analysis, and therefore a literature review on this topic follows.

The influence of covariates on the hazard function is modelled through the proportional hazard model. In practice, we use the proportional hazard model to show how covariates influence the LGD, hence the relevance in reviewing the concept in this literature study. The proportional hazard model makes use of assumptions that two events cannot occur simultaneously, however in practice, two deaths can occur at the same time, similar to two defaults coinciding. We therefore need to make provision for such occurrences, and the treatment of ties is reviewed in the following section. The parameter estimates for the Cox-proportional hazards model are fitted by making use of the Newton-Raphson procedure, as is set out below.

Positive and negative survival curves will be combined throughout this thesis, in an LGD model development section, and an empirical proof is therefore given here through making use of an example.

### 3.5.1. The Survival and hazard function

According to Collett (2003, pp. 11-13), when reviewing survival data, there are two functions that are relevant: the survival function and the hazard function. The remaining life span of a human, \( t \), can be expressed as a variable \( T \). The various \( T \) values can be expressed as a probability distribution. Survival time is assigned the random variable of \( T \). The probability density function underlying to the probability distribution of \( T \) is described as \( f(t) \). The distribution function of \( T \) is then stated as

\[
F(t) = P(T < t) = \int_0^t f(u)du.
\]

This represents the likelihood that the survival time is less than random variable, \( t \). A survival function \( S(t) \) is then set as

\[
S(t) = P(T \geq t) = 1 - F(t).
\]

This is the likelihood that survival time is bigger than or equal to \( t \). A survival function can be used to determine the probability of a person surviving from inception to after point \( t \). The hazard function is used to express the risk of death at point \( t \). The risk of death is calculated based on the probability of an individual surviving past point \( t \).

An individual’s survival time \( T \) lies somewhere between \( t \) and \([t + dt]\). \( T \) is greater or equal to \( t \), denoted as \( P(t \leq T < t + dt | T \geq t) \). The probability conditional upon the aforementioned, is then converted to a rate by expressing it as a probability per time unit (by dividing by the time interval). Finally, the hazard function is written as the limiting value of the aforementioned quantity as \( dt \) approaches zero,

\[
h(t) = \frac{P(t \leq T \leq t + \Delta t | T \geq t)}{\Delta t}.
\]

From the above, \( h(t)dt \) is therefore an estimation of the likelihood that an individual dies within the time interval \((t, t + dt)\), qualified by that person surviving for time \( t \). Simplistically, the hazard function describes the risk of dying at point \( t \).

There are some relationships of interest between the hazard and survival calculations: The likelihood of event \( A \), provided the occurrence of event \( B \), is given by \( P(A|B) = P(AB) / P(B) \), where
\( P(AB) \) is the likelihood of both \( A \) and \( B \) occurring. By incorporating the result of the aforementioned, the conditional probability of the hazard function is denoted as

\[
\frac{P(t \leq T \leq t + \Delta t)}{P(T \geq t)} ,
\]

which is equal to \( \frac{F(t + \Delta t) - F(t)}{S(t)} \), where \( F(t) \) is the distribution function of \( T \). Then,

\[
h(t) = \frac{F(t + \Delta t) - F(t)}{\Delta t S(t)} .
\]

The hazard function is then equal to

\[
h(t) = \frac{f(t)}{S(t)} .
\]

It then follows that

\[
h(t) = \frac{d}{dt} \log(S(t)) ,
\]

and so

\[
S(t) = \exp(-H(t)) ,
\]

where

\[
H(t) = \int_0^t h(u)du .
\]

The cumulative hazard can be obtained from the survivor function, since

\[
H(t) = -\log(S(t)) .
\]

### 3.5.2. The proportional hazard model

The effect of covariates on the hazard rate of an individual is modelled through the proportional hazard model.

Collett (2003, pp. 63-64) gives the proportional hazard model, for the \( i \) th individual with \( p \) explanatory variables, as

\[
h_i(t) = h_0(t) e^{\beta_1 x_{1i} + \ldots + \beta_p x_{pi}} .
\]

There are two components to this equation, the coefficients, \( x_i \), in the linear component of the model and the baseline hazard function, \( h_0(t) \). These two components can be obtained separately. First the beta values, \( \beta_i \), are approximated and these estimations are then used to approximate the baseline hazard function. This has the effect that we do not require an estimate of \( h_0(t) \) in order to deduce the effect of the explanatory variables on the relative hazard, \( \frac{h_i(t)}{h_0(t)} \).

Assume that there are \( n \) individuals with \( r \) deaths occurring. There are \( n \) minus \( r \) survivals, which are censored. For simplicity, the assumption is introduced that there are no ties, in that only one death occurs at a time. Death times will be ordered up to \( r \) and denoted by \( t_1 < t_2 < \ldots < t_r \). Time \( t_{(j)} \) will be the \( j \)th ordered death. Individuals that are at risk of death at \( t_{(j)} \) are written as \( R(t_{(j)}) \). This is the group of individuals that are uncensored and alive just before \( t_{(j)} \). The quantity so denoted is called the risk set.
According to Cox (1972) the likelihood function for the proportional hazards model given above as is given as
\[
L(\beta) = \prod_{j=1}^{r} \frac{\exp(\beta' x_{(j)})}{\sum_{l \in R(t_{(j)})} \exp(\beta' x_{l})},
\]
where \( x_{(j)} \) is the vector of covariates for the person that dies at the \( j \)th ordered death time \( t_{(j)} \). The sum in the denominator of the function is the sum of the values of \( \exp(\beta' x_{(j)}) \) of all persons who are at risk of dying at time \( t_{(j)} \). The product is across all persons for whom a recorded death time exists. Censored persons do not feature in the numerator of the function, but feature in the calculation in the summation of the risk sets at death time, where it occurs before the censored time. The ranking of the time of death determines the likelihood function, as this points to the risk set at each death time. Synopses about the impact that explanatory variables have on the hazard function are only determined by the rank order of the survival times.

If the assumption is made that the data is comprised of \( n \) observed survival times, \( t_1, \ldots, t_n \), and where \( \delta_i \) is an indication of an event, which assumes the value of zero or one. \( \delta_i \) takes a value of one, where the \( i \)th survival time is not right censored, and zero where it is. The likelihood function can then be expressed as
\[
\prod_{i=1}^{n} \frac{\exp(\beta' x_{(i)})^{\delta_i}}{\sum_{l \in R(t_{(i)})} \exp(\beta' x_{l})},
\]
where \( R(t_{i}) \) is the risk set at time \( t_{i} \). The corresponding log-likelihood function is then expressed as
\[
\log L(\beta) = \sum_{i=1}^{n} \delta_i \left\{ \beta' x_{i} - \log \sum_{l \in R(t_{i})} \exp(\beta' x_{l}) \right\}
\]
By maximizing this log-likelihood function with the numerical technique, the maximum likelihood estimates of the beta values in the proportional hazards method can be found.

### 3.5.3. Treatment of ties

Collett (2003, pp. 67) assumed that the hazard function is continuous and that simultaneous (tied) survival times are impossible. In practice, survival times are often rounded to the nearest day, month or even year.

There can be multiple deaths at the same time, or more than one censored observation at death time. Where the aforementioned occur simultaneously, we introduce the assumption that censoring takes place after the deaths. The conundrum of which deaths should be included in the risk set at the time of death, is removed and tied, censored observations present no further problems in the likelihood function. Tied survival times need only now be considered in fitting the proportional hazards model.

The likelihood function now needs to be modified to provide for tied observations. Let \( s_j \), contain the sum of \( p \) covariates who died at the \( j \)th death time, \( t_j, j = 1 \ldots r \). If there are \( d_j \) deaths at \( t_{(j)} \) the \( h \)th element of \( s_j \) is \( s_{hj} = \sum_{k=1}^{d_j} x_{hjk} \) where \( x_{hjk} \) is the value of the \( h \) th explanatory variable, \( h = 1, \ldots, p \).
for the $k$th of $d_j$ individuals, $k = 1, \ldots d_j$ who died at the $j$th death time, $j = 1, \ldots, r$. The Breslow likelihood approximation is then

$$\prod_{j=1}^{r} \frac{\exp(\beta' s_j)}{\prod_{k=1}^{d_j} \left[ \sum_{t \in R(t_{(j)})} \exp(\beta' x_t) - (k-1)d_j^{-1} \sum_{t \in D(t_{(j)})} \exp(\beta' x_t) \right]}$$

Efron proposed the following approximate likelihood function

$$\prod_{j=1}^{r} \frac{\exp(\beta' s_j)}{\prod_{k=1}^{d_j} \left[ \sum_{t \in R(t_{(j)})} \exp(\beta' x_t) - (k-1)d_j^{-1} \sum_{t \in D(t_{(j)})} \exp(\beta' x_t) \right]}$$

where $D(t_{(j)})$ is the set of individuals who died at $t_{(j)}$. Both the Breslow and Efron approximation are used in practice and give similar results.

### 3.5.4. The Newton-Raphson procedure

Censored survival analysis models are fitted using the Newton-Raphson procedure to maximize the partial likelihood function. A description of this procedure is set out below.

The beta values, at the $(s+1)$th cycle, can be estimated by applying the iterative procedure

$$\hat{\beta}_{s+1} = \hat{\beta}_s + I^{-1}(\hat{\beta}_s)u(\hat{\beta}_s).$$

The $u(\hat{\beta}_s)$ is the first derivative of the log-likelihood function with respect to $\hat{\beta}_s$ and $I(\hat{\beta}_s)$ is the second derivative of the of the log-likelihood with the $(jk)$th element of $I(\hat{\beta}_s)$ equal to

$$\frac{d^2 \log L(\hat{\beta}_s)}{d\beta_j d\beta_k}.$$

The inverse of this information matrix is taken and used in the iterative equation. An initial value of $\hat{\beta}_0 = 0$ can be taken. The process can be repeated until the change in parameter estimates are negligibly small.

### 3.5.5. Combining positive and negative survival curves

Different methods to combine survival curves exist, in the section a illustrative example of such a possibility is discussed. The above literature study describes survival analyse in general. The below example is specific to Loss given default model development.

The purpose of the following example is to illustrate that

$$S(t) = S_p(t) + (1 - S_n(t)).$$

The values for the combined survival curve, $S(t)$, is calculated in Table 1. The survival curve, $S(t)$ is calculated as the sum of the exposure at default (EAD) values, less the sum of the cashflows up to point $t$ in default, divided by the EAD.
Table 1: Overall survival curve

The values for $S(t)$ in Table 1 is calculated as follows.

\[
S(1) = \frac{670 - 350}{670} = 47.76% \\
S(2) = \frac{670 - 350 - 300}{670} = 2.99\% \\
S(3) = \frac{670 - 350 - 300 - 68}{670} = -7.16% 
\]

The negative cashflow values were excluded from Table 1 and only positive cashflows were included in Table 2. The values for the positive survival curve is calculated in Table 2.

Table 2: Positive survival curve

Here is the details to calculate $S_p(t)$ in Table 2.

\[
S_p(1) = \frac{670 - 350}{670} = 47.76% \\
S_p(2) = \frac{670 - 350 - 330}{670} = -1.49% \\
S_p(3) = \frac{670 - 350 - 330 - 78}{670} = -13.13% 
\]

The negative cashflows are kept in Table 3 and the negative survival curve, $S_n(t)$, calculated.

The negative survival curve values, $S_n(t)$, is calculated as follow.

\[
S_n(1) = \frac{670}{670} = 100% \\
\]
<table>
<thead>
<tr>
<th>t</th>
<th>EAD</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>100</td>
<td></td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>250</td>
<td></td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>320</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>670</td>
<td>0</td>
<td>30</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3: Negative survival curve

\[ S_n(2) = \frac{670 - 30}{670} = 95.52\% \]
\[ S_n(3) = \frac{670 - 30 - 10}{670} = 94.03\% \]

The positive and negative survival curves from Table 2 and Table 3 are given below and the value \( S_p(t) + (1 - S_n(t)) \) calculated.

<table>
<thead>
<tr>
<th>t</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_p(t) )</td>
<td>100.00%</td>
<td>47.76%</td>
<td>-1.49%</td>
<td>-13.13%</td>
</tr>
<tr>
<td>( S_n(t) )</td>
<td>100.00%</td>
<td>100.00%</td>
<td>95.52%</td>
<td>94.03%</td>
</tr>
<tr>
<td>( S_p(t) + (1 - S_n(t)) )</td>
<td>100.00%</td>
<td>47.76%</td>
<td>2.99%</td>
<td>-7.16%</td>
</tr>
</tbody>
</table>

Table 4: Combining positive and negative survival curves

The value of \( S_p(t) + (1 - S_n(t)) \), from Table 4, is equal to \( S(t) \), from Table 1. This example gives empirical proof that \( S(t) = S_p(t) + (1 - S_n(t)) \).

4. Summary

Retail banks use the Basel LGD as one of the estimates to calculate regulatory capital and this forms the focus of Chapter 2. This chapter describes the Basel LGD for the direct approach. The Basel LGD is modelled directly by estimating the LGD as one minus the recovery rate. The basis for Chapter 2 is based on Witzany et al. (2012) who follow a direct modelling approach. Various LGD modelling methodologies are compared in a simulation study and on retail data.

While Chapter 2 describes the direct approach, Chapter 3 describes the indirect approach. The indirect approach uses two components that are modelled separately, being the probability component and the loss severity component. The indirect approach is applied in a simulation study using selected parameters to give similar survival curves as that of a retail bank’s vehicle and asset portfolio and home loans portfolio. The probability component of the Basel LGD is determined by using survival analysis and logistic regression approach respectively. These two approaches are applied to simulated datasets and the mean squared error (MSE), bias and variance are compared.

Where the focus of Chapters 2 and 3 were on LGD models for regulatory capital to cover unexpected losses, the focus in Chapter 4 is shifted to LGD models for provisions to cover expected
losses. The Basel III (BCBS, July 2010) Accord also supports the move from the incurred losses provisioning approach to the expected loss provisioning approach. This motivates the adjustment of the Basel LGD models to IFRS 9 LGD models in Chapter 4.

The IFRS 9 LGD is used to predict the provisioning that is needed to cover the expected credit losses depicted in IFRS 9 accounting standard. The IFRS 9 LGD is calculated for every age an account can reach, where lifetime refers to the maximum age an account will reach. Chapter 4 introduces a new model for the IFRS 9 LGD where credit losses are calculated by using a forward-looking lifetime LGD and an adjustment for macro-economics. Given that banks only recently adopted the IFRS 9 standard (from January 2018), limited literature is available with regard to this topic.

Chapter 5 concludes the thesis. The key findings of the thesis are summarised and further research ideas are provided.
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Traditionally when predicting loss given default (LGD), the following models can be used: beta regression, inverse beta model, fractional response regression, ordinary least squares regression, survival analysis, run-off triangles and Box–Cox transformation. The run-off triangle method is commonly used in practice.

When using survival analysis to model LGD a standard method to use is exposure at default (EAD) weighted survival analysis (denoted by EWSA). This article will aim to enhance the survival analysis estimation of LGD. Firstly by using default weighted LGD estimates and incorporating negative cash flows and secondly catering for over-recoveries. We will denote this new method to predict LGD as the default weighted survival analysis (DWSA). These enhancements were motivated by the fact that the South African Reserve Bank requires banks to use default weight LGD estimates in regulatory capital calculations. Therefore by including this into the survival analysis approach, the model is aligned more closely to regulations. Recovery datasets used by banks include both negative and over-recoveries. By including these into the LGD estimation, the models more are closely aligned to the actual data. The assumption is that the predictive power of the model should therefore be improved by adding these changes. The proposed model is tested on eight datasets. Three of these are actual retail bank datasets and five are simulated. The datasets used are representative of the data typically used in LGD estimations in the South African retail environment.

This article will show that the proposed DWSA model outperforms the EWSA model by resulting in not only the lowest mean squared error (MSE), but also the lowest bias and variance across all eight datasets. Furthermore, the DWSA model outperforms all other models under review.

Key words: Basel, Direct modelling approach, Loss given default, Survival analysis.

1. Introduction and literature overview

Loss given default (LGD) is the loss incurred by a bank (economic loss) when a customer is unable to pay back a loan, and this is stated as the exposure at default (EAD) portion that remains unpaid.

LGD is one of the estimates that a retail bank uses to calculate regulatory capital and forms the focus of this article. LGD can either be modelled through the direct approach or the indirect
approach. The indirect LGD modelling approach combines two components namely the loss severity component and probability component. The probability component predicts the probability that a defaulted account will remain in default or that a loss will occur on this account. The loss severity component gives the value of the estimated loss. In this article, LGD will be modelled directly by estimating LGD as one minus the recovery rate. Witzany, Rychnovsky and Charamza (2012) propose a direct modelling approach using EAD weighted survival analysis (EWSA).

The Basel accord introduced the concept of long run default weighted average LGD. It is compulsory to use this measure (BCBS, 2006, par. 468). BCBS (2006) states that LGD estimates cannot materially differ from the long run default weighted average LGD. In the interest of aligning LGD estimates to the Basel accord this article proposes a default weighting survival analysis (DWSA) approach.

The DWSA approach further extends the EWSA approach by including negative cash flows into cash flow streams when modelling LGD and adapting methodology to cater for over-recoveries. Over-recoveries occur when more of the previously unpaid loan is received than the EAD. The proposed enhancements align the modelling approach to produce more accurate results and decrease the mean squared error (MSE) and bias of the model. Other methods used in literature to model LGD include beta regression, ordinary least squares, fractional response regression, inverse beta transformation, run-off triangle and Box–Cox transformation. We will compare our technique with these seven techniques, but first we will give a brief overview of each.

Although a run-off triangle (Braun, 2004, p. 401) is most often used, it cannot take covariates into account. A separate run-off triangle needs to be created for every segment or attribute of a covariate. In the other methods mentioned above, the covariates can be grouped into attributes and modelled onto the LGD. In the beta regression suggested by Brown (2014, pp. 65–66) a beta distribution is fitted to the LGD. The beta distribution is reparametrised and covariates are modelled onto the new parameters. For the ordinary least squares approach a linear regression is used to model LGD directly (Witzany et al., 2012, p. 12). The LGD is the dependent variable in the linear regression and the covariates are modelled onto LGD. Bastos (2010, p. 2512) describes the fractional response regression, where the LGD is taken as the dependent variable. The Bernoulli log-likelihood is maximised to estimate the parameters, and a logistic function is used for the functional form. Brown (2014, p. 64) describes the inverse beta model in his article, where he applies a cumulative beta distribution to the recovery rate and estimates the parameters. The inverse standard normal cumulative distribution function is then applied in reverse to get the predicted LGD. Braun (2004, p. 401) describes the run-off triangle approach. Recovery amounts are summed by default date and months since default. The available recovery information forms a triangle and is used to predict future recovery information by applying a technique called the chain ladder approach. The Box–Cox transformation is applied to the recovery rate variable. Ordinary least squares is applied to the transformed variable and the transformation is applied in reverse (Brown, 2014, p. 66).

Section 2 is dedicated to evaluating the contributions made by Witzany et al. (2012) (EWSA approach). Implementing the EWSA model is explored in this section. The new DWSA approach is discussed in Section 3, where the enhancements to the EWSA model are explained in detail. The three enhancements serve to incorporate common practice into modelling techniques and to align modelling of LGD to ruling legislation on this topic in the Basel accord (BCBS, 2006). Data specification and data simulation form the topic of Section 4. Actual retail bank data for credit cards,
revolving loan and cheque accounts are used. Data simulation techniques that are representative of a typical retail bank’s LGD modelling data are discussed. The fit of the model to the actual data is discussed and the MSE, bias and variance are described. Section 5 contains the results of both the retail bank data and simulated data. In both these sections the results are unanimous that the DWSA model outperforms all other models, including the EWSA model. The beta regression model is the second best performing model. The performance of these models are gauged by comparing the MSE, bias and variances. Section 6 concludes the article.

2. EAD weighted survival analysis (EWSA)

In this section, the EWSA approach by Witzany et al. (2012) is discussed. Witzany et al. (2012) use survival analysis to directly model LGD. The EWSA model is the starting point for the DWSA model discussed in the subsequent section.

2.1 Loss given default

Witzany et al. (2012, p. 8) distinguish between the market LGD and the workout LGD. The market LGD is calculated on instruments such as bonds and other debt instruments, while for other receivables a workout LGD is used. More specifically, the workout LGD is used when modelling unsecured retail credit portfolios (Witzany et al., 2012, p. 19). Market LGD is calculated as the market value over the face value shortly after the point of default.

The workout LGD assumes a workout process that ends $T_w$ months after the default point and that no further recoveries are made past this point. Unsecured retail credit portfolios are used in this article and the workout LGD is used. Mathematically the workout LGD is expressed as

$$LGD_{i,0} = \frac{EAD_{i,0} - \sum_{t=1}^{T_w} DCF_{i,t}}{EAD_{i,0}},$$

where $DCF_{i,t} = CF_{i,t}/(1 + r)^t$ is the discounted future cash flows for account $i$ at time $t$. $LGD_{i,0}$ is the LGD value for account $i$ at time $t = 0$. The recovery time $t$ for a defaulted account $i$ is measured in months and takes only values $\{1, 2, ..., T_w\}$. Cash flows $CF_{i,t}$ are calculated as the difference between account balances now, versus account balances in the previous month, adding back the interest and the fees, subtracting the amount written off. The post write-off recoveries represent recovery or additional expense amounts post the write-off date, which are added to the cash flows (Witzany et al., 2012, p. 8). The rate $r$ used to discount cash flows to the present value is represented by the relationship between a measure of the LGD systematic risk and a price of risk on average. Witzany et al. (2012, p. 8) assume that one cannot recover more than the EAD, in which case LGD has a floor value of zero. The total discounted future recovery is assumed to be positive and LGD therefore capped at one. Put differently: LGD can therefore not be lower than zero or higher than one. The realised LGD for worked out accounts can be calculated, but for non-worked out accounts recovery data will not yet be available. The observed realised recovery rate on defaulted accounts can be used to estimate expected LGD for non-default accounts (Witzany et al., 2012, p. 8).

The EWSA model is based on a survival analysis model and we will discuss in the next section the general concept of survival analysis (Section 2.2) and in Section 2.3 the Cox proportional hazard model used in the EWSA model.
2.2 Survival analysis

To define the survival analysis used in the EWSA model we will first give a brief definition of survival analysis and then explain the concept of the survival function and the hazard rate and how these relate to LGD.

Survival analysis is generally defined as the set of procedures to study data where the end result is the time until the manifestation of a certain event (such as death or, in this instance, failure to repay a loan). Within this analysis some observations are censored. Censoring of observations takes place where observations survive up to a point in time, but where further information is unavailable. Where defaulted receivables are examined the elementary amounts are observed with individuals which are in the process of collection, up to the point where they repay. According to Kalbfleisch and Prentice (2002, pp. 6–7), Collet (2003, p. 11) and Greene (2003, pp. 903–904) the most important concepts central to the survival analysis methodology are the survival function and the hazard rate (Witzany et al., 2012, p. 13).

Where observations typically remain in a specific state until such a time as when a change occurs, survival analysis is an appropriate methodology. Survival analysis is typically used to view a person’s mortality. However, in this article, the current state is referred to as survival and the exit point is where failure occurs. Observations that have survived with certainty will be censored where no more information is obtainable. In an LGD scenario the EAD is assessed in terms of whether it has survived the default state or not. A repayment can be interpreted as some of the EAD not having survived the default rate.

The survival function is defined as the probability of an event occurring after a specified time \( t \) such as that the EAD will remain in the default state. Witzany et al. (2012, p. 13) define the survival function as

\[
S(t) = 1 - F(t) = 1 - P(T < t),
\]

where the random variable \( T \) denotes the time of the event and the cumulative distribution function is denoted as \( F(t) \). \( S(t) \) and \( F(t) \) respectively give the expected loss rate at \( t \) and the expected recovery rate given that the process terminates at \( t \). The corresponding probability density function is \( f(t) \).

The hazard rate, \( h(t) = f(t)/S(t) \), is the instantaneous rate of exit at \( t \), given that survival has been attained up to point \( t \). In an LGD setting the hazard rate is the instantaneous rate of recovery at point \( t \) given that the EAD survived default up to point \( t \). The probability that the EAD exits default in the time interval \((t, t + \Delta t)\), given that \( EAD_{t+1} \) is still in default at \( t \), is \( h(t)\Delta t \). The survival function, \( S(t) = e^{-H(t)} \), is expressed in terms of the cumulative hazard function \( H(t) = \int_0^t \lambda(s)ds \) (Witzany et al., 2012, pp. 13–14).

There are two options to define the hazard rate: the parametric and semi-parametric methods. In this paper, the semi-parametric method is adopted, which is described in the following section.

2.3 The Cox proportional hazard model

Witzany et al. (2012, pp. 13–14) define the semi parametric Cox proportional hazards model as

\[
h(t, x) = h_0(t) \exp(x' \beta),
\]

with the 0 emphasising that \( h_0(t) \) is the baseline hazard. The baseline hazard is independent of the
covariate values, $x$. The matching survival function is

$$S(t, x) = \exp \left( - \int_0^t h_0(s) \exp(x'\beta) \, ds \right) = S_0(t)^{\exp(x'\beta)},$$

where $S_0(t) = \exp\left(-\int_0^t h_0(s) \, ds\right)$. The partial likelihood is used to estimate the parameter vector $\beta$. The partial likelihood for a specific account $i$ that exits at time $t$ is defined as

$$L_i(\beta) = \frac{h(t_i, x_i)}{\sum_{j \in A_t} h(t_j, x_j)} = \frac{\exp(-x_i'\beta)}{\sum_{j \in A_t} \exp(-x_j'\beta)},$$

with $x_i$ the set of covariates at the point of exiting default and $A_t$ the set of objects in default at $t$. It is assumed that there is only one exit at time $t$. Given that there are $K$ accounts, the equation

$$\ln(L) = \sum_{i=1}^K \ln(L_i)$$

is maximised by using the Newton–Raphson algorithm to obtain the estimate for $\beta$. When modelling LGD, multiple exits may occur and the partial likelihood is adapted to handle ties. An approximation of the partial likelihood is used to solve the parameter estimates in the case where ties occur. The baseline hazard function is assumed to be constant for each unit time interval and are estimated separately. The likelihood function

$$L_t = \prod_{i=1}^n \left[ h_0(t_i) \exp(x_i'\beta) \right]^{dN_i(t_i)} \exp \left( - h_0(t_i) \exp(x_i'\beta)Y_i(t_i) \right)$$

is then maximised. Each indicator $Y_i(t)$ indicates that observation $i$ has not exited default at $t - 1$ and is incomplete. Each indicator $dN_i(t)$ indicates that observation $i$ exited from default at $(t - 1, t]$ by curing or writing off. The Breslow–Crowley form for the maximum likelihood estimator of the baseline hazard is then

$$\hat{h}_0(t) = \frac{\sum_{i=1}^n dN_i(t)}{\sum_{i=1}^n \exp(x_i'\beta)Y_i(t)}$$

(Witzany et al., 2012, pp. 13–14).

### 2.4 Survival analysis in LGD modelling

In order to tailor the survival analysis methodology, we need to make a few assumptions and need to construct the data. This section outlines the assumptions and data collection methodology.

All accounts with recovery information up until time $T_w$ are deemed to have complete recovery information. The time when the recovery process ends for account $i$ will be denoted by $t_{i,end}$. The recovery process is completed if $t_{i,end} < T_w$, for example, if an account closes before $T_w$. Alternatively, the recovery process is incomplete if $T_w \leq t_{i,end}$. The constructed dataset contains not only a record for each recovered amount, but also a record for each amount not recovered. This can be constructed in the following way. First create a record for each discounted recovered amount (cash flow) that is positive, $DCF_{i,t}$. A positive recovery indicates that a portion of the EAD exited the default state. Represent this recovery by creating an observation containing a frequency weight
equal to the $DCF_{i,t}$ amount. To accommodate censoring we need to create a censoring variable. Let the censoring variable be equal to zero to indicate that we are dealing with an exit event. The amount in the frequency weight is recovered and is exiting default. This record is created at the time that the recovery occurs, $t$. The unrecovered amount is calculated as

$$d_i = EAD_{i,0} = \sum_{t=1}^{T_w} DCF_{i,t}.$$  

Create a record with a frequency weight equal to the unrecovered amount $d_i$. Let the censoring variable be equal to 1 for an unrecovered amount, meaning that this amount did not exit default and is unrecovered. The time of this entry will differ depending on whether the unrecovered amounts are complete or incomplete. Create the record at time $t_{i,end}$ in the case where the recovery process is incomplete at $t_{i,end}$. If the recovery point is complete at $t_{i,end}$ the records need to be created at time $T_w$ at the end of the recovery process (Witzany et al., 2012, pp. 16–17).

An example of data constructed for the survival analysis methodology is illustrated in Table 1. A recovery of $DCF_{i,1} = 100$ is made at $t = 1$ on account 14. A record with a frequency weight equal to 100 and a censoring variable of 0 is created at time $t = 1$. A similar record is created for every other recovery made on account 14. The record created for the last recovery on account 14 has a frequency weight of $DCF_{i,T_w} = 148$ and a censoring variable of 0 that is created at point $t = T_w$.

Account 14 has complete recovery information since the unrecovered amount of $d_i = 123$ occurs at $t_{end} = T_w$. A record with a frequency weight equal to 123 and a censoring variable of 1 is created. Account 15 has a recovered amount of $DCF_{i,1} = 300$ at $t = 1$. A record with a frequency weight equal to 300 is created at point $t = 1$ and the censoring variable has a value of 0. A similar record is created for every other recovery made on account 15. The last recovery on account 15 occurs at $t = 8$ and the value of this recovery is $DCF_{i,1} = 169$. The record for the over recovery that is created at $t = 8$ will have a frequency weight of 169 and a censoring variable of 1. There is no further information on this account and the account is deemed to be incomplete at this point. The record for the unrecovered amount is therefore created at point $t = 8$ with a frequency weight of $d_i = 256$ and a censoring variable of 1.

A survival curve $S(t,i) = 1 - P(T < t)$ is defined as the (unrecovered) proportion of $EAD_{i,0}$ that remains in default up to a specific recovery time $t$, where $t \in \{1, \ldots, T_w\}$ for account $i$. Thus

$$S(t,i) = \frac{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s}}{EAD_{i,0}}.$$  

The Kaplan–Meier estimate $\hat{S}(t,i)$ is the empirical value of the survival curve calculated from the data and is equal to

$$\hat{S}(t,i) = \frac{EAD_{i,0} - \sum_{s=1}^{t} DCF_{i,s}}{EAD_{i,0}},$$  

where $EAD_{i,0}$ is the exposure at the default point for account $i$ and $DCF_{i,s}$ is the value of the cash flow for account $i$ at point $s$. The survival curve for the population is then calculated as

$$\hat{S}_0(t) = \frac{EAD_0 - \sum_{s=1}^{t} DCF_s}{EAD_0},$$  
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Table 1. Example of a dataset for survival analysis.

<table>
<thead>
<tr>
<th>Account</th>
<th>t</th>
<th>Frequency weight</th>
<th>Censoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>1</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>89</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>158</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>14</td>
<td>$T_w$</td>
<td>148</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>$T_w$</td>
<td>$d_i = 123$</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>300</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>400</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>155</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>169</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>$d_i = 256$</td>
<td>1</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

where $\bar{EAD}_0 = \sum_i \bar{EAD}_{i,0}$ and $\bar{DCF}_x = \sum_i \bar{DCF}_{i,s}$.

The general form of the Cox model can be written as

$$S(t, x_i) = S_0(t)^{\exp(x_i'\beta)}.$$

The weighted survival curve at time $t$ in default contains a component $S_0(t)$ that is known as the baseline survival curve. The baseline survival curve is the Kaplan–Meier estimate of the portfolio where the dummy variables are equal to the base group. If an account falls outside of the base of the dummy variable, the baseline $S_0(t)$ is shifted by the exponent of $\exp(x_i'\beta)$. The loss given default for account $i$ at point $t$ in default is calculated as

$$LGD_{i,t} = \frac{S(T_w, x_i)}{S(t, x_i)}.$$

3. Default weighted survival analysis (DWSA)

The main contribution of this article is the following three enhancements that were made to the EAD weighted methodology by Witzany et al. (2012): over-recoveries, default weighted and negative cash flows.

3.1 Over-recoveries

Witzany et al. (2012) did not cater for over-recoveries, which will occur in practice when the expected amount recovered is more than the EAD, i.e. $\sum_{t=1}^{T_w} DCF_{i,t} > EAD_{i,0}$. In this article, a technique to cater for over-recoveries will be included. In the following example we will explain how over-recoveries are accommodated for in the algorithm. In Table 2 we give an example of three accounts with recovered discounted cash flows and EAD.
Table 2. Loss given default example.

<table>
<thead>
<tr>
<th>EAD</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Account A</td>
<td>100</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>Account B</td>
<td>250</td>
<td>150</td>
<td>320</td>
</tr>
<tr>
<td>Account C</td>
<td>320</td>
<td>180</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>670</td>
<td>350</td>
<td>330</td>
</tr>
</tbody>
</table>

The LGD for the portfolio is calculated as

$$LGD_0 = \frac{EAD_0 - \sum \text{DCF}_i}{EAD_0} = \frac{670 - (350 + 330 + 78)}{670} = -13.134\%,$$

where

$$EAD_0 = \sum_i EAD_{i,0} \quad \text{and} \quad \text{DCF}_s = \sum_i \text{DCF}_{i,s}.$$

The Kaplan–Meier estimate of the survival curve is

$$S(t) = \frac{EAD_0 - \sum_{s=1}^{t} \text{DCF}_s}{EAD_0}$$

and is calculated from the data as:

$$\hat{S}(1) = \frac{EAD_0 - \sum_{s=1}^{1} \text{DCF}_s}{EAD_0} = \frac{670 - 0}{670} = 1,$$

$$\hat{S}(2) = \frac{EAD_0 - \sum_{s=1}^{2} \text{DCF}_s}{EAD_{1,0}} = \frac{670 - 350}{670} = 47.76\%,$$

$$\hat{S}(3) = \frac{EAD_0 - \sum_{s=1}^{3} \text{DCF}_s}{EAD_{1,0}} = \frac{670 - 350 - 330}{670} = -1.49\%,$$

$$\hat{S}(4) = \frac{EAD_0 - \sum_{s=1}^{4} \text{DCF}_s}{EAD_{1,0}} = \frac{670 - 350 - 330 - 78}{670} = -13.13\%.$$

The empirical survival curve values are negative for months on book equal to three and four. Traditional survival analysis does not allow for negative empirical values on a survival curve and the proportional hazards procedure in SAS software will only cater for survival curves with positive empirical values.

In order to accommodate the over-recoveries the unrecovered amount \((EAD_{i,0} - \sum_{s=1}^{i} \text{DCF}_{i,s})\) at each recovery time is adjusted upwards in such a way that the resulting values of the empirical survival curve will be positive. Typical survival analysis software (e.g., the proportional hazards procedure in SAS) will now be able to fit the survival curve with positive values. The effect of this adjustment will be reversed and the original survival curve, which contains negative empirical values, obtained.
The adjusted value is simply the maximum over recovered amount of all the accounts. Thus we define the maximum over recovered amount $OR$ as:

$$OR = \max_i \left( \frac{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s}}{EAD_{i,0}} \right).$$

Therefore $S(t, i)$ is updated as

$$S^*(t, i) = \frac{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s} + OR}{EAD_{i,0}}.$$  

$S^*(t, i)$ is calculated by making use of the proportional hazards procedure in SAS software. The inflated survival curve for the example is calculated and given in Table 3. The values that are required to adjust the inflated survival curve $S^*(t, i)$ back to its original values are the month on month inflated recovery rate $MR^*(t)$ as defined by

$$MR^*(t, i) = 1 - \frac{S^*(t, i)}{S^*(t-1, i)}.$$  

We define the inflated exposure ratio $R^*(t, i)$ as

$$R^*(t, i) = \frac{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s} + OR}{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s}}.$$  

To obtain the month on month recovery rate $MR(t, i)$ the month on month inflated recovery rate is multiplied by the inflated exposure ratio,

$$MR(t, i) = MR^*(t, i) \times R^*(t, i).$$

The values for the survival curve are then updated as

$$S(t, i) = S(t-1, i) - S(t-1, i) \times MR(t, i).$$

For the empirical portfolio survival curve $\hat{S}_0(t)$ the subscript $i$ is dropped and we take $\overline{EAD}_0 = \sum_i EAD_{i,0}$ and $\overline{DCF}_i = \sum_i DCF_{i,s}$, then $\hat{S}_0(t) = \hat{S}_0(t-1) - \hat{S}_0(t-1) \times \overline{MR}(t)$.

The values for $\overline{MR}(t)$, $\overline{MR}^*(t)$, $\overline{R}^*(t)$, $\hat{S}_0(t)$ and $\hat{S}_0(t)$ for the example in Table 2 are given in Table 3. The empirical loss given default value is calculated as

$$\overline{LGD}_0 = \frac{\hat{S}_0(T_w)}{\hat{S}_0(0)} = \frac{-13.13%}{100%} = -13.13\%.$$  

This value is equal to the empirical loss given default that is calculated from Table 3.

### 3.2 Default-weighting

The methodology by Witzany et al. (2012) results in a $EAD_{i,0}$ weighted $LGD_{i,t}$ estimate. The Basel accord states that LGD cannot be less than the long run default weighted average loss rate (BCBS, 2006, p. 103). An approach to estimate the default weighted $LGD_{i,t}$ estimates will be developed and described.
Table 3. Over recovery adjustments.

<table>
<thead>
<tr>
<th>Months since default</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unrecovered amount</td>
<td>670</td>
<td>320</td>
<td>-10</td>
<td>-88</td>
</tr>
<tr>
<td>Unrecovered amount + OR</td>
<td>890</td>
<td>540</td>
<td>210</td>
<td>132</td>
</tr>
<tr>
<td>( \hat{S}_0(t) )</td>
<td>100.00%</td>
<td>60.67%</td>
<td>23.60%</td>
<td>14.83%</td>
</tr>
<tr>
<td>( \hat{M}R(t) )</td>
<td>39.33%</td>
<td>61.11%</td>
<td>37.14%</td>
<td></td>
</tr>
<tr>
<td>( \hat{R}_i(t) )</td>
<td>132.84%</td>
<td>168.75%</td>
<td>-2100.00%</td>
<td>-150.00%</td>
</tr>
<tr>
<td>( \hat{S}_0(t) )</td>
<td>100.00%</td>
<td>47.76%</td>
<td>-1.49%</td>
<td>-13.13%</td>
</tr>
</tbody>
</table>

The data are constructed in a specific way when applying the DWSA methodology. The dataset contains a record for every recovery made and for every recovery that is not made. The recovery made on account \( i \) at point \( t \) in default is discounted to the default point. In the case of the ESWA methodology a record with a frequency weight equal to the discounted recovery \( DCF_{i,t} \) is created. For the DWSA approach, the discounted recovery \( DCF_{i,t} \) is divided by \( EAD_{i,0} \) to obtain the default weighted discounted recovery \( DCF_{i,t}/EAD_{i,0} \). The value of the frequency vector for the DWSA approach is set equal to the default weighted discounted recovery. The censoring variable for this record will be equal to zero to indicate that we are dealing with an exit event. This record will be created at the time that the cash flow takes place. The unrecovered amount for the EWSA approach equals

\[
d_i = EAD_{i,0} - \sum_{t=1}^{T_w} DCF_{i,t},
\]

with \( T_w \) the last possible point for a recovery to take place. The unrecovered amount is divided by the exposure at the default point to obtain the default weighted unrecovered amount \( d_i/EAD_{i,0} \). A record with a frequency weight equal to the default weighted unrecovered amount will be added to the dataset for the DWSA approach. The censoring variable will be equal to one to indicate an unrecovered amount. The timing of this record will differ depending on whether the unrecovered amount is used in the calculation of the default weighted unrecovered amount is complete or incomplete. A record is deemed complete if the record contains recovery information up until \( T_w \) and the record for a complete recovery will be created at \( T_w \). The record can be complete or incomplete if no further recovery for a record is available from point \( t_{end} \) onwards depending on the reason for the missing information. A closed account will have no further information from point \( t_{end} \) onwards, but is deemed complete and the record created at \( T_w \). The record for an incomplete account is created at point \( t_{end} \) (Witzany et al., 2012, pp. 16–17).

The actual value of the survival curve \( \hat{S} \) calculated from the data is equal to

\[
\hat{S}(t,i) = \frac{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s}}{EAD_{i,0}}.
\]

The Cox proportional hazards model is

\[
S(t, x_i) = S_0(t)^{exp(x_i'\beta)},
\]
with \( S_0(t) \) the baseline survival curve. The baseline survival curve is the Kaplan–Meier estimate for the base population. The base population is the population where the dummy variables are equal to the base group. This baseline survival curve \( S_0(t) \) is adjusted by \( \exp(x_i^\prime \beta) \) when the covariates fall outside of the baseline group. The loss given default for account \( i \) at point \( t \) is

\[
LGD_{i,t} = \frac{S(T_w, x_i)}{S(t, x_i)}
\]

The above-mentioned default weighted \( LGD_{i,t} \) is averaged over an extended period to produce the long run default weighted average loss rate. The Basel accord stipulates that the LGD that is used to calculate regulatory capital should not be less than this long run default weighted average loss rate (BCBS, 2006, p. 103).

### 3.3 Negative cash flows

A description of the cash flow calculation is given in Section 2.1. In practice negative cash flow will occur in the form of recovery process cost such as legal and administrative costs. The negative recoveries in the EWSA approach are set to zero. The LGD will be underestimated if these recovery process costs are not included in estimating LGD. A technique to include negative cash flows into LGD modelling under the DWSA approach will be developed and described.

The EWSA approach that is used by Witzany et al. (2012) sets all negative cash flows to zero, \( DCF_{i,t} = 0 \) when \( DCF_{i,t} < 0 \). For each defaulted account, negative cash flows may be contained within the observed cash flow stream. As survival analysis cannot cater for negative cash flows, the adjustment methodology for the DWSA approach is explained.

Two separate datasets will be constructed. In the first dataset, all negative cash flows will be set to zero. A record for every recovery is created with the frequency variable equal to the default weighted discounted recovery \( \frac{DCF_{i,t}}{EAD_{i,0}} \), and the negative recoveries are set to zero, \( DCF_{i,t} = 0 \) if \( DCF_{i,t} < 0 \). The censoring variable will be equal to zero to indicate that a recovery is made. This record will be created at time \( t \) where the cash flow takes place. A record is created for every unrecovered amount. The frequency variable for the unrecovered amount will equal

\[
d_i = \frac{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s}}{EAD_{i,0}}.
\]

and the negative cash flows will be set to zero, \( DCF_{i,t} = 0 \) if \( DCF_{i,t} < 0 \). The censoring variable will be set to one to indicate an unrecovered amount. This record will be created at \( T_w \) for a complete record and created at \( t_{end} \) for an incomplete account. Create the positive survival curve \( \widehat{S}^p(t) \) from the dataset where all negative cash flows are set to zero. The actual value of the survival curve \( \widehat{S}^p(t) \) calculated from the data is equal to

\[
\widehat{S}^p(t, i) = \frac{EAD_{i,0} - \sum_{s=1}^{t} DCF_{i,s}}{EAD_{i,0}},
\]

where \( DCF_{i,t} = 0 \) if \( DCF_{i,t} < 0 \). The Cox proportional hazards model is

\[
S^p(t, x_i) = S_0^p(t)^{\exp(x_i^\prime \beta)},
\]
with \( S^n_0(t) \) the baseline survival curve. The second dataset is constructed by setting all the positive cash flows to zero and changing the signs of the negative cash flows by multiplying them with minus one. A record for every recovery is created with the frequency variable equal to the default weighted discounted recovery, \( DCF_{i,t}/EAD_{i,0} \), where the positive recoveries are set to zero, \( DCF_{i,t} = 0 \) if \( DCF_{i,t} \geq 0 \) and the negative recoveries are made positive \( DCF_{i,t} = -1 \times DCF_{i,t} \) if \( DCF_{i,t} < 0 \). The censoring variable will be equal to one and the time value of the record will be the time when the cash flow takes place. The frequency weight for the unrecovered amount is equal to

\[
\frac{EAD_{i,0} - \sum_{s=1}^{t} DCF_{i,s}}{EAD_{i,0}}
\]

where \( DCF_{i,t} = 0 \) if \( DCF_{i,t} \geq 0 \) and \( DCF_{i,t} = -1 \times DCF_{i,t} \) if \( DCF_{i,t} < 0 \). The Cox proportional hazards model is

\[
S^n(t, x_i) = S^n_0(t)^{\exp(x_i \beta)},
\]

with \( S^n_0(t) \) the baseline survival curve. Combining these two survival curves produces

\[
S(t, x_i) = S^p(t, x_i) + 1 - S^n(t, x_i),
\]

and the loss given default can be calculated as

\[
LGD_{i,t} = \frac{S(T_w, x_i)}{S(t, x_i)}.
\]

Three enhancements were made to the EWSA methodology. By making use of default weighted survival analysis, the methodology was brought into closer alignment with the Basel requirements. By catering for negative cash flows and over-recoveries the modelling technique was brought into closer alignment with practice. The resulting DWSA methodology will be applied to the data described in the next section and is compared to alternative modelling techniques.

### 4. Data

The three datasets utilised in this paper are obtained from one of the big South African retail banks. These datasets are described in Section 4.1. In addition, we simulate five datasets which are described in Section 4.2. In the remainder of this article, various approaches to model LGD will be compared.

#### 4.1 Retail banks datasets

A retail bank’s credit card, revolving loan and cheque account datasets are used to compare various LGD modelling techniques. The three product sets chosen are derived from unsecured retail credit loan products from a large South African bank which are available for this study. The data has a significant history available and gives a good representation of a typical unsecured product within the South African context. The EAD, cash flows, discount rate, month of default and account number are stored monthly for each of these products. The cash flows are discounted to the default point and the loss given default calculated. The loss given default for the retail datasets is displayed in Figure 1. The cash flow values \( CF_{i,t} \) include both positive and negative values in the actual data and the discounted cash flow is \( DCF_{i,t} = CF_{i,t}/(1 + r)^t \). The loss given default is calculated as

\[
LGD_{i,0} = \frac{EAD_{i,0} - \sum_{t=1}^{T_w} DCF_{i,t}}{EAD_{i,0}}.
\]
for account $i$ at time $t$. The loss given default values that are displayed in Figure 1 consist of both negative and positive cash flow values. The LGD axis in all figures is left out due to confidentiality.

The percentage of negative cash flows for each of the respective datasets are 1.89%, 2.17% and 1.72%. The distribution of the loss given default for the retail banks datasets is displayed in Figure 2. Figure 2 shows that over-recoveries are present on these datasets. Over-recoveries occur where the loss given default value is greater than one.

Variables used in this study are selected from the following main data categories: behavioural, application, customer, bureau, demographic and macroeconomic. The reference period for all the development datasets ranges from December 2007 to November 2009. The period used was determined by using the representative economic downturn conditions as required by Basel (BCBS, 2006, par. 468). The highest twenty-four month average losses occurred during the stated period. The three development datasets respectively have 90,691, 22,300 and 55,983 accounts.

The actual values for the hazard rate, distribution and survival curve for the positive, negative and combined cash flows are displayed for the credit card, revolving loan and cheque account datasets. The top left graph in Figure 3 displays the actual values of the hazard rate and the distribution for the entire credit card portfolio. The top right graph displays the actual values for the hazard rate and the probability where only positive cash flow values are included. The bottom left graph contains the actual values for the hazard rate and the distribution where only negative cash flows are included. The bottom right graph contains the survival curves for the total population, positive cash flows and negative cash flows. The same layout is repeated in Figure 4 and Figure 5 for the empirical values of the cheque data and revolving loan data, respectively.
Figure 3. Credit card actual hazard rate, distribution and survival curve.

Figure 4. Cheque actual hazard rate, distribution and survival curve.
4.2 Simulated datasets

To construct the simulated datasets we use the beta distribution to simulate recovery rates and the gamma distribution to simulate EAD. The beta distribution is widely used to simulate recovery rates (Chen and Wang, 2013, p. 1). The EAD is simulated from a gamma distribution (Jimenez and Mencia, 2009, p. 8). These values are simulated for every account.

A workout process of 60 months is assumed and a random uniform number between 0 and 60 is generated to represent the point at which an account will exit default. A record is created for every point at which an account is in default. The first record is where the account is zero months since default and the months since default variable is populated until the account exits default. A random number is used to assign the total recoveries for an account to the various months that account is in default. This random number can take a positive or a negative value and the assigned monthly recovery values can therefore be positive or negative. For every account, the sum of the monthly recoveries is equal to the total recovery simulated for that account. The percentage of negative cash flows simulated for each of the respective simulated datasets are 1.74%, 2.17%, 1.72%, 1.79% and 2.02%. Some individuals recover by paying the same amount every month, others start off by paying bigger amounts which then become less over time. There are many differences in how recoveries are structured and therefore a uniform random variable was used to indicate how many months there are to recovery and then randomly determine how many recoveries would be collected. Since all the recoveries are aggregated at the end of the period, the effect of the type of time-recovery is assumed to be negligible and was omitted for this paper. The investigation of this effect is for future research.

The process to determine the beta distributions parameter estimates, used in the recovery rates simulation, is described next. Beta distributions are fitted to various retail bank portfolios and the parameter estimates are illustrated in Figure 6. Parameter estimates in the same range are used in the simulation study.
The probability density function (pdf) of the beta distributions,

\[ f(x; \alpha, \beta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} x^{\alpha-1} (1 - x)^{\beta-1}, \quad 0 \leq x \leq 1, \quad \alpha, \beta > 0, \]

for each pair of parameter estimates, \( \alpha \) and \( \beta \), used in the simulation is displayed graphically in Figure 7.

The parameters in Figure 6 give rise to pdfs as displayed in Figure 7. In Figure 7 one can deduce that an LGD of close to zero (lower LGD value) occurs frequently and that an LGD of close to one (higher LGD value) occurs frequently in some instances and infrequently in other instances. LGD values between the lower and higher LGD values have a constant frequency. The form of these simulated pdfs is typical of retail banks in South Africa. The distribution of the overall loss given default is displayed in Figure 7. The loss given default has a similar shape and outcome than that of the graph in Witzany et al. (2012, p. 20). The reality therefore matches expectations around full recovery. Over-recoveries are artificially added to the dataset used to produce Figure 7 resulting in
Figure 8. The actual simulated LGD values are displayed in Figure 9 and correspond to the datasets displayed in Figure 8.

The parameter estimates of a gamma distribution are used to estimate the EAD in the simulation. Gamma distributions are fitted to the EAD for retail bank portfolios. The values of the gamma distribution for these portfolios are graphically displayed in Figure 10. Again parameter estimates in the same range are used in the simulation study. The probability density function of the gamma distributions is

\[ f(x; k, \theta) = \frac{x^{k-1}e^{-x/\theta}}{\theta^k \Gamma(k)}, \quad x > 0, \ k > 0, \ \theta > 0, \]

and is graphically displayed in Figure 11 for the parameter estimate used to simulate the EAD.

The beta parameters and gamma parameters that are used in the simulations are given in Table 4. The hazard rate distribution and survival curves for each of the simulated datasets are displayed for the positive cash flow values, negative cash flow values and the total population.
Figure 10. Gamma distribution parameter estimates.

Figure 11. Gamma distribution pdf.

Figure 12. Simulated dataset 1 actual hazard rate, distribution and survival curve.
Figure 13. Simulated dataset 2 actual hazard rate, distribution and survival curve.

Figure 14. Simulated dataset 3 actual hazard rate, distribution and survival curve.
Figure 15. Simulated dataset 4 actual hazard rate, distribution and survival curve.

Figure 16. Simulated dataset 5 actual hazard rate, distribution and survival curve.
Table 4. Beta and gamma parameter estimates used in simulation.

<table>
<thead>
<tr>
<th>Simulated data set</th>
<th>Beta parameters used</th>
<th>Gamma parameters used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\alpha = 0.2, \beta = 0.3$</td>
<td>$k = 1.0, \theta = 20000$</td>
</tr>
<tr>
<td>2</td>
<td>$\alpha = 0.3, \beta = 0.5$</td>
<td>$k = 1.0, \theta = 25000$</td>
</tr>
<tr>
<td>3</td>
<td>$\alpha = 0.3, \beta = 0.7$</td>
<td>$k = 1.4, \theta = 25000$</td>
</tr>
<tr>
<td>4</td>
<td>$\alpha = 0.4, \beta = 0.7$</td>
<td>$k = 1.0, \theta = 30000$</td>
</tr>
<tr>
<td>5</td>
<td>$\alpha = 0.4, \beta = 0.9$</td>
<td>$k = 0.6, \theta = 25000$</td>
</tr>
</tbody>
</table>

4.3 Model fit

The following approaches to model LGD directly are used in this paper: beta regression, ordinary least squares, fractional response regression, inverse beta, run-off triangle and Box–Cox model. These are compared to the survival analysis approach namely the EAD weighted survival analysis approach (EWSA) and the enhancements made to the default weighted survival analysis (DWSA) technique by Witzany et al. (2012). The Cox proportional hazards model is used to fit the DWSA and EWSA model. Descriptions of the beta regression, ordinary least squares, fractional response regression, inverse beta, run-off triangle and Box–Cox model are given in Appendix A. Data are simulated and the models are applied to both the retail and simulated data. The mean squared error, bias and variance are calculated.

4.3.1 Mean squared error, bias and variance

The mean squared error is equal to the squared bias plus the variance:

$$MSE = Var(LGD_{i,0}) + Bias(LGD_{i,0})^2,$$

with $\overline{LGD_{i,0}}$ the actual value of the LGD, calculated as

$$\overline{LGD_{i,0}} = \frac{\overline{EAD_{i,0}} - \sum_{t=1}^{T_w} \overline{DCF_{i,t}}}{\overline{EAD_{i,0}}}.$$

The expected value of the LGD is obtained from the model. As an example, the expected value for the DWSA LGD is expressed as

$$LGD_{i,0} = \frac{S(T_w, x_i)}{S(0)},$$

where $S(0) = 1$.

5. Results

Previous studies made use of the EAD weighted survival analysis method (EWSA) and the main aim of this study is to improve on it by default weighting the LGD estimates, including negative cash flows into LGD modelling and catering for over-recoveries. The secondary aim of this study is to compare eight techniques to model LGD.
5.1 Retail bank datasets

In each of the retail datasets used, i.e. credit card, revolving loan and cheque, the account level expected LGD and actual LGD, defined in the Section 4.3 above, are used to calculate the account level MSE. The portfolio average MSE values are displayed in Figure 17.

When considering all three data sets, the results of the default weighted survival analysis (DWSA) model, displayed on the far left of Figure 17, yield the best result. Judging by the MSE the survival analysis displays the best fit. Not only does this model result in the lowest MSE, but it also displays the lowest bias and lowest variance. Despite the DWSA model outperforming all other models, the beta regression also performed well. The MSE for the beta regression is on average 2.08% higher than that of the DWSA method, when compared over the three retail datasets. The default weighted survival analysis (DWSA) method yielded favourable results in that the MSE is significantly lower than that estimated by the EWSA model. The improvements made therefore aid in estimating the LGD more accurately. It is interesting to note that the survival analysis method yields the lowest MSE on the cheques data, whereas all the other models yield the lowest MSE on the revolving loan data. Run-off triangles are traditionally used in practice; however, they underperform all other methods used in this comparison, except for the Box–Cox transformation, which performs the worst. Note that the squared bias is included in Figure 17, but due to low squared bias values, it is not always visible. Figure 18 displays the bias in more detail.

The bias is calculated by taking the difference between the actual LGD value and the expected LGD value. The difference between the actual LGD and the expected LGD is smallest when the DWSA model is used. The DWSA model yields the lowest bias on all three retail products. The average bias on the DWSA model is \(-1.11\%\). The bias of the beta regression model is on average 2.7%, putting it in second place when comparing the bias. The fractional response regression averages 3.8% (with a range of 3.4% to 4.53%). Other models deliver much higher bias values. The bias for the EWSA model is much higher than that of the DWSA model. The main cause for this difference is that the EWSA model sets the negative cash flows to zero and that this model does not cater for over-recoveries.

5.2 Simulated datasets

One hundred thousand (100 000) accounts are simulated for each of the five simulated datasets and the actual LGD and expected LGD calculated for each account. The MSE is calculated for each account and the average per dataset is reported in Figure 19. Each bar on this chart gives the level of the MSE and indicates what portion of the MSE is due to the variance and what portion is due to the squared bias.

The numbering (1 to 5) on the bar graphs in Figure 19 corresponds to the numbering of each simulated dataset as set out in Table 4. Table 4 indicates what parameter estimates are used to simulate these datasets.

Not only does the DWSA model yield the lowest MSE, but all of its components also perform best in that it yields the lowest squared bias and variance on all five simulated datasets. Figure 19 contains the results of the simulated data. Results, when ranked from best to worst performing, rank the same for the simulated data as for the actual data, as discussed in Section 5.1 above. Once again the improvements suggested by this paper culminating in the DWSA model, do indeed yield results more favourable to those achieved by the EWSA model. It therefore holds true that by default weighting
Figure 17. Retail bank dataset results for direct modelling approaches.
LGD estimates, adding negative cash flows into LGD modelling and by catering for over-recoveries, the model’s MSE decreases. As per the retail data, simulated data indicate that the popularly used run-off triangles are outperformed by all other models in this comparison, with one exception: the Box Cox model, which yields the highest MSE. More detail on the biases is displayed graphically in Figure 20.

The bias is smallest in the DWSA model. The DWSA yields the lowest bias on all five simulated datasets. The average bias on the DWSA model is $-0.82\%$. The beta regression model yields an average $2.73\%$ bias. This model performs second best when comparing biases. The other models deliver disappointing bias values. The conclusion for the biases in the DWSA model remains the same as for retail data. The improvements suggested by this paper deliver a superior MSE, bias and variance when simulated data are used.

6. Conclusion

Traditionally there are seven models typically used to model LGD estimates, with varying success. The models are: beta regression, inverse beta model, fractional response regression, ordinary least squares regression, exposure weighted survival analysis (EWSA), run-off triangle and Box–Cox transformation. Improvements introduced by this paper were included to align modelling with regulatory requirements and have lead to the introduction of the default weighted survival analysis (DWSA) methodology. A further enhancement to the existing EWSA modelling technique, as introduced by this paper, was to cater for negative cash flows and over-recoveries, as these events occur in practice.

Retail product data for three different types of products are used in the testing of actual data. Five datasets are simulated to further test the accuracy of the various models. The eight datasets, collectively, are representative of datasets that you would typically use to estimate LGD in a retail environment. MSE, bias and variance on both retail and simulated data across the board are lowest.
Figure 19. Simulation study results for direct modelling approaches.
Figure 20. Bias, actual recovery rate and expected recovery rate for the simulated datasets.
for the DWSA model when compared to all other models. The beta regression model performs second best. The run-off triangle method, often used in practice, consistently underperforms most other models.

It is the conclusion of this paper that the improvements suggested firstly serve to introduce a new methodology to estimate LGD. Secondly, as mentioned above, the improvements serve to bring the LGD model in closer alignment to requirements set by regulation. The third contribution by this paper is to improve existing LGD modelling techniques as evidenced by improved MSE, variance and bias.

Similar to how Miu and Ozdemir (2017) adapted Basel LGD modelling techniques to model the IFRS 9 LGD, future research could focus on extending the DWSA method used on Basel models to IFRS 9 models. In addition, the generalised additive proportional hazard model (Hastie and Tibshirani, 1990, pp. 211–218) may be used to allow for time-varying covariates into the DWSA model as the topic of future research. Additional topics of further research can be to use B splines (Ohlsson and Johansson, 2010, pp. 106–108) as the smoothing function for each of these covariates.

Appendix

A.1 Beta regression

Brown (2014, pp. 65–66) suggests making use of a beta regression to model the recovery rate, where LGD is equal to one minus the recovery rate. The beta distribution is reparametrised and covariates are modelled onto the new parameters.

Let the recovery rate be the dependent variable $y$. The beta density, with parameters $\omega$ and $\tau$, is expressed as

$$f(y; \omega; \tau) = \frac{\Gamma(\omega + \tau)}{\Gamma(\omega)\Gamma(\tau)} y^{\omega-1}(1-y)^{\tau-1}, \quad 0 \leq y \leq 1, \quad \omega \tau > 0,$$

with

$$E(Y) = \frac{\omega}{\omega + \tau}$$

and

$$\text{Var}(Y) = \frac{\omega \tau}{(\omega + \tau)^2(\omega + \tau + 1)}.$$

The aim is to derive a log-likelihood for a beta regression. Firstly, the above equation is reparametrise to have a location parameter $\mu = E(Y)$ and precision parameter $\phi = \omega + \tau$. Let $\sigma^2 = \text{Var}(Y)$. It follows that:

$$\sigma^2 = \frac{\mu(1-\mu)}{(\omega + \tau + 1)} = \frac{\mu(1-\mu)}{(\phi + 1)}.$$

The initial parameters can now be expressed as a function of the new parameters, $\omega = \mu \phi$ and $\tau = \phi - \mu \phi$. Sub-models for each of the new parameters $\mu$ and $\phi$ will be developed. The sub-model for the location parameter $\mu$ is

$$\mu_i = \frac{\exp(x_i \beta)}{1 + \exp(x_i \beta)}.$$
The sub-model for the precision parameter is $\phi_i = \exp(-w_i \delta)$, where $x_i$ are covariate values for account $i$ and $w_i$ are constant values. A log-likelihood function for the $i$th observation of the beta regression is given as

$$l(\omega, \tau, y_i) = \ln \Gamma[\omega + \tau] - \ln \Gamma[\omega] - \ln \Gamma[\tau] + [\omega - 1] \ln (y_i) + [\tau - 1] \ln (1 - y_i).$$

A.2 Ordinary least squares

When using linear regression, the LGD is modelled by using the direct modelling approach, where $LGD = 1 - \text{recovery rate}$. The recovery rate is defined as all net cash flows on an account post default and is inclusive of all receipts, fees and costs associated therewith. Actual and predicted recoveries are discounted to the point of default and the LGD is estimated as

$$\text{LGD} = 1 - \frac{\text{present value of observed and predicted future recoveries}}{\text{exposure at default}} = 1 - \text{recovery rate}.$$

The recovery rate is taken as the response variable $y$ and $m$ characteristics describing the loan are taken as covariates, $x_1, x_2, \ldots, x_m$. The linear regression model is given as $y = X\beta + \varepsilon$.

The model parameters for $\beta$ can be retrieved by solving

$$\beta = (X'X)^{-1}X'y.$$

Advantages of linear regression models are that they are easy to implement, easy to interpret and the parameters are easy to estimate. A disadvantage is that possible non-linear trends in the recovery rate will not be accounted for when using linear regression.

A.3 Fractional response regression

Fractional response regression is used to model the recovery rate and is described in the article written by Bastos (2010, p. 2512). The recovery rate is taken as the dependent variable $y$ with expected value $E(y | X) = G(X\beta)$ where $0 < G(X\beta) < 1$. The functional form of $G(\cdot)$ is taken as the logistic function,

$$G(X\beta) = \frac{1}{1 + \exp(-X\beta)}.$$

The Bernoulli log-likelihood function

$$l(\beta_i; y_i) = y_i \log (G(x_i \beta_i)) + (1 - y_i) \log (1 - G(x_i \beta_i))$$

is maximised to obtain an estimate for $\beta_i$.

A.4 Inverse beta

Brown (2014, p. 64) applies a cumulative beta distribution

$$\beta(y; a; b) = \frac{\Gamma(a + b)}{\Gamma(a + b)} \int_0^y v^{a-1}(1 - v)^{b-1} dv$$

to the recovery rate $y$ where $\Gamma(\cdot)$ denotes the gamma function, and estimates the parameters

$$a = \frac{\mu^2(1 - \mu)}{\sigma^2} - \mu$$
and

\[ b = a \left( \frac{1}{\mu} - 1 \right). \]

The inverse standard normal cumulative distribution function is then taken to produce the value

\[ y_i^* = N^{-1} (\beta(y_i; a; b)). \]

An ordinary least squares regression is applied to \( y_i^* \) and the transformation is applied in reverse to get the predicted recovery rate \( \hat{y}_i \).

### A.5 Run-off triangles

A run-off triangle contains cells that correspond to accounts defaulting in month \( i \) and being \( k \) months in default. Each cell contains the cumulative cash flows \( C_{i,k} \). The following matrix illustrates a run-off triangle where the end of the workout period is indicated by \( n \). The values for \( C_{i,k} \) are observable where \( i + k < n + 1 \) and need to be predicted for \( C_{i,n} \) with \( i = 2, \ldots, n \). The chain ladder approach does this recursively, \[ \hat{C}_{i,k} = \hat{C}_{i,k-1} \hat{f}_k \] with starting value \( \hat{C}_{i,n+1} = \hat{C}_{i,n-i} \) and \[ \hat{f}_k = \frac{\sum_{i=1}^{n+1-k} C_{i,k}/C_{i,k-1}}{\left( \sum_{i=1}^{n+1-k} C_{i,k-1}/C_{i,k-2} \right) F_{i,k}} \] a weighted average of the development factor \( F_{i,k} := C_{i,k}/C_{i,k-1} \), where \( C_{i,k-1} = \sum_{i=1}^{n+1-k} C_{i,k-1} \) (Braun, 2004, p. 401).

\[
\begin{array}{ccc}
0 & k & n \\
0 & C_{0,0} & C_{0,k} & C_{0,n} \\
0 & C_{i,0} & C_{i,k} \\
n & C_{n,0} & \\
\end{array}
\]

### A.6 Box–Cox transformation

The Box–Cox transformation,

\[
\begin{cases}
\frac{(y_i+c)^\lambda - 1}{\lambda} & \text{if } \lambda \neq 0, \\
\log(y_i + c) & \text{if } \lambda = 0,
\end{cases}
\]

is applied to the recovery rate variable \( y_i \) and the parameters \( \lambda \) and \( c \) are calculated. Ordinary least squares is applied to the transformed variable and the transformation is applied in reverse (Brown, 2014, p. 66).
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Errata:
Default Weighted Survival Analysis to Directly model Loss Given Default.
Errata for the paper: "Default weighted survival analysis to directly model loss given default".

1. Page 38, Line 11 of Abstract: Change “default weight LGD” to “default weighted LGD”.

2. Page 38, Line 14 of Abstract: Change “the models more are closely” to “the models are more closely”.

3. Page 41, Line 19 from top: Change “survived the default rate” to “survived the default state”.

4. Page 41, Line 8 from bottom: Change “λ(t)” to “h(t)”.

5. Page 42, Line 19 from top: The Breslow-Crowley form for the maximum likelihood estimator of the baseline hazard change to

\[ \hat{h}_0(t) = \frac{\sum_{i=1}^{k} dN_i(t)}{\sum_{i=1}^{k} \exp(x_i'\beta)Y_i(t)} \]

6. Page 45: The formula in the middle of the page given for the Kaplan-Meier estimate of the survival curve: S(t) change to \( \hat{S}(t) \).

7. Page 46, Line 3 from the top: The equation change to:

\[ OR = \left| \min \left( \min_i \left( EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s} \right), 0 \right) \right|. \]

8. Page 46, Line 5 from top: The adjusted survival curve change to

\[ S^*(t, i) = \frac{EAD_{i,0} - \sum_{s=1}^{T_w} DCF_{i,s} + OR}{EAD_{i,0} + OR}. \]

9. Page 46, Line 15 from the top changes to:

\[ MR(t, i) = MR^*(t, i) \times R^*(t - 1, i). \]

10. Page 64 Line 13 from the bottom, it is stated that \( \omega t > 0 \). This changes to \( \omega, t > 0 \).
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Making use of Survival Analysis to indirectly model Loss Given Default

Abstract

A direct or indirect modelling methodology can be used to predict LGD. When using the indirect LGD methodology, two components exist, namely the loss severity component and the probability component. Commonly used models to predict the loss severity and the probability component are the haircut- and the logistic regression models respectively. In this article, survival analysis was proposed as an improvement to the more traditional logistic regression method. The MSE (mean squared error), bias and variance for the two methodologies was compared and it was shown that the improvement enhanced the model’s predictive power. The proposed LGD methodology (using survival analysis) was applied on two simulated datasets and two retail bank datasets, and outperformed the logistic regression LGD methodology. Additional benefits included that the new methodology could allow for censoring as well as predicting probabilities over varying outcome periods.

Key words: loss given default, survival analysis, indirect approach, Basel.

1 Introduction and Literature Review

Retail banks, following the internal rating based approach, model their own estimates for probability of default (PD), loss given default (LGD) and exposure at default (EAD). These components are used to calculate regulatory capital. A distinction can be made between subjective and objective LGD methodology. Subjective LGD methodology makes use of expert judgement and are used for low default portfolios, portfolios with insufficient data and new portfolios. Objective LGD methodology can be classified into explicit and implicit methodology. Explicit methodology allows for the direct computation of LGD, whereas with implicit methodology LGD relevant information needs to be extracted by applying applicable procedures. The market LGD, implied market LGD and the workout LGD are categorized as objective LGD methodology and expert judgement is categorized as a subjective method (Engelmann & Rauhmeier, 2011, p.157). The workout LGD is used in the retail sector, and the market LGD and implied market LGD in the corporate sector. The market LGD is calculated as one minus the recovery percentage derived from the corporate bond price or share price available at the point of default. The implied market LGD is modelled from risky but not defaulted corporate bond or shares prices by
making use of a theoretical asset pricing model (BCBS, 2005, p.4). The workout LGD can be modelled by using the direct approach or the indirect approach. When using the direct approach, the LGD is equal to one minus the recovery rate (De Jongh et al. 2017, p.261). The indirect approach uses two components that are modelled separately namely the probability component and the loss severity component. The market LGD is an example of an ex-post or actual LGD and the workout LGD is an example of an ex-ante or estimated LGD (Engelmann & Rauhmeier, 2011, p.157-158). Figure 1 contains a diagram that illustrates the classification of the various LGD approaches.

The workout LGD models used in the retail sector is not as advanced as the market LGD or implied market LGD models used in corporate loans due to the fact that most of the work on prediction of LGD pertains to the corporate sector (Qi & Yang, 2009, p.788). Retail data was not stored appropriately in the past and consequently retail methodologies are not well established. Corporate bond prices and share prices are publicly available at the point of default and used to infer the relative credit risk of the underlying company, the associated risk premium and the recovery percentage (Leow & Mues, 2012, p.184). The papers by Lotheram et al. (2012), Qi & Zhao (2011) and Bellotti & Crook (2012) contain comparisons between different LGD modelling techniques. This article will focus on the ex-ante indirect workout LGD used in the secured retail sector and the term will be simplified to LGD. This approach is highlighted in Figure 1.

For several decades, the focus in the retail sector was the probability of default model (Tong, Mues & Thomas, 2013, p.548). PD models have been used in the retail sector since 1960 (Anderson, 2007, Section xxiv). With the advent of regulatory capital changes driven by legislation such as the Basel Capital Accord (BCBS, 2006), more focus and emphasis has been placed on LGD methodology. A top-down approach or bottom-up approach can be followed to model LGD. The average LGD per segment is calculated for the top-down approach. Account-level estimates are estimated by making use of regression techniques.
Zhang & Thomas (2012), Schmidt (2006) and Witzany et al. (2012) respectively made use of a linear regression, run-off triangle and Cox proportional hazards regression to model the recovery rate directly. Tong et al. (2013) made use of a zero adjusted gamma model to model the LGD directly. The LGD was modeled indirectly by Somers & Whittaker (2007), Qi & Yang (2009), Zhang et al (2010), Tong et al (2011) and Leow & Mues (2012).

Leow & Mues (2012) indirectly modelled LGD by modelling a probability component and loss severity component and combining them to estimate LGD. The probability component is modelled by making use of a logistic regression with binary outcomes: write-off or not write-off. Incomplete accounts are grouped as not written-off accounts. The European Banking Authority (2017, p.34) mentions that incomplete accounts carry valuable information and excluding this information will lead to the underestimation of LGD estimates. Survival analysis instead of logistic regression will be used to model the probability component of the indirect LGD model. The advantages of using survival analysis is that incomplete accounts are modelled separately and the need to make assumptions with regards to incomplete accounts are eliminated. Further advantageous of the survival analysis method are that a time-varying outcome period is used, more than two outcomes are allowed for in the target variable of the probability components and survival time are incorporated into the model.

The mathematical notation that is used in this article is provided in Section 2. In Section 3, LGD for the indirect approach is described. The probability component and the loss severity component are described. Section 4 describes the data, Section 5 describes the results and Section 6 concludes.

### 2 Mathematical Notation

LGD is estimated on accounts that are in default, where default is assigned per the Basel default definition. The Basel default definition stipulates that an account enters into default when the bank considers that the obligor is unlikely to pay or if the obligor is past due by more than 90 days on any material credit obligation (BCBS, 2005).

The loss given default on account $i$, which has been in default for $t$ months, is estimated as

\[ \text{LGD}_{i,t} = \frac{E(L_{i,t|\text{default}})}{E_{i,t}} \]

where $E(L_{i,t|\text{default}})$ is the expected loss amount for a defaulted account and $E_{i,t}$ the exposure $t$ months after default.

An account that is in default can either be written off, cure or remain incomplete:

- An account is written-off when the expectation is that there will not be any significant recovery on the outstanding loan amount owed.
- An account in default cures when the default flag is lifted, when the arrears amount is settled and the account becomes up-to-date.
• An account that remains in default at the end of the workout period is deemed to be incomplete.

Define \( \tau \) as time to the first of:

• exiting the default state, or
• the end of the reference period.

In the case of an incomplete account, the value of \( \tau \) will be equal to the end of the workout period. The end of the workout period, \( T_w \), is defined as the maximum time that is allowed to recover on an account. Furthermore, let \( W_\tau \), \( C_\tau \) and \( I_\tau \) be the events of write-off, cure or incomplete at point \( \tau \) respectively. An account is deemed to be worked out when there are no further recoveries on the account and/or the collection process on the account is complete.

The probability that account \( i \), which is \( t \) months in default, will write-off, cure or remain incomplete in the interval \([t, \tau]\) is given by \( P_{i,t}(W_\tau) \), \( P_{i,t}(C_\tau) \) and \( P_{i,t}(I_\tau) \) where \( P_{i,t}(W_\tau) + P_{i,t}(C_\tau) + P_{i,t}(I_\tau) = 1 \) for every \( t \). The loss amount given write-off, cure or incomplete is given by \( L_{i,t|W_\tau}, L_{i,t|C_\tau} \) and \( L_{i,t|I_\tau} \) respectively.

The expected value of the loss amount can be written as the sum product of the loss amount components and the probability components. The loss given default for account \( i \), which is \( t \) months in default, is then given as

\[
LGD_{i,t} = \frac{E(L_{i,t|\text{default}})}{E_{i,t}} = \frac{L_{i,t|W_\tau} \times P_{i,t}(W_\tau) + L_{i,t|C_\tau} \times P_{i,t}(C_\tau) + L_{i,t|I_\tau} \times P_{i,t}(I_\tau)}{E_{i,t}}.
\]

Leow & Mues (2012) predict the probability components, \( P_{i,t}(W_\tau), P_{i,t}(C_\tau) \) and \( P_{i,t}(I_\tau) \), by making use of logistic regression, and they use a haircut model to predict the loss severity components, \( L_{i,t|W_\tau}, L_{i,t|C_\tau} \) and \( L_{i,t|I_\tau} \). In the modelling methodology section that follows, the logistic regression approach will be replaced by survival analysis. The survival analysis approach has the advantage of using survival time. The logistic model considers a fixed outcome and ignores survival time and censoring. Further advantages and reasons for replacing the logistic regression with survival analysis will be given when concluding in Section 6. The modelling methodology section contains a description of survival analysis and how it is used to predict the probability components, as well as a description of the haircut model used by Leow & Mues (2012) and how the haircut model is used to predict the loss severity component.

## 3 Modelling Methodology

Leow & Mues (2012) did not differentiate between incomplete accounts and cured accounts as described in Section 2, but combined these two states and predicted either one of the
following binary outcomes: write-off or not write-off. Leow & Mues (2012) modelled the probability of write-off, $P_{i,t} (W_T)$, by making use of logistic regression
\[
\ln \left( \frac{P_{i,t} (W_T)}{1 - P_{i,t} (W_T)} \right) = x_i' \beta,
\]
with $x_i$ a column vector of covariates for account $i$. For the purpose of this article we will distinguish between incomplete and cured accounts and model write-off, cured and incomplete states.

In this section, we discuss how survival analysis instead of logistic regression can be used to predict the probability components $P_{i,t} (W_T)$, $P_{i,t} (C_T)$ and $P_{i,t} (I_T)$. This is followed by a description of the haircut model that we will use. No changes are made to the haircut model that Leow & Mues (2012) used. The haircut model is one of the components used to calculate LGD and will be described for the sake of completeness.

### 3.1 Modelling Methodology for the Probability Components

The aim of the probability model is to estimate the probability that an account $i$, which is $t$ months in default, will write-off, cure or remain incomplete in the interval $[t, \tau]$. These probabilities are given as $P_{i,t} (W_T)$, $P_{i,t} (C_T)$ and $P_{i,t} (I_T)$, where $W_T$, $C_T$ and $I_T$ are the events of write-off, cure or incomplete at point $\tau$. Survival analysis is used to predict these probability components.

The survival function is defined as the probability of an event occurring after a specified time, $t$. Witzany et al. (2012, pp. 13) defines the survival function, $S(t)$, as
\[
S(t) = 1 - F(t) = 1 - P(T < t),
\]
where the random variable $T$ denotes the time of the event and the cumulative distribution function is $F(t)$. The hazard rate, $h(t) = \frac{f(t)}{S(t)}$, is the instantaneous rate of exit at $t$, given that survival has been attained up to point $t$. The survival function, $S(t) = e^{-H(t)}$, is expressed in terms of the cumulative hazard function $H(t) = \int_0^t \lambda(s) \, ds$ (Witzany et al., 2012, pp. 13–14). Survival analysis is traditionally used for analysing the expected duration of time until one or more events happen. An example of an event can be death. In our context, the survival function, $S(t)$, will be defined as the probability that an account that is in default at time $t$ remains in default until the end of the workout period, $T_w$. An account can exit the default state by either writing-off or curing. An account that remains in default is flagged as incomplete. The probability that the account exits default in the time interval $(t, t + \Delta t)$, given that the account is still in default at $t$, is $h(t) \Delta t$.

A survival function for write-off, $S^w(t)$, and a survival function for cure, $S^c(t)$, is defined in the following paragraphs. This is followed by a description of the cumulative incidence function. The cumulative incidence function and the fact that
\[
P_{i,t} (W_T) + P_{i,t} (C_T) + P_{i,t} (I_T) = 1
\]
is used to combine the two survival functions $S^w(t)$ and $S^c(t)$ to produce the three probabilities $P_{i,t} (W_T)$, $P_{i,t} (C_T)$ and $P_{i,t} (I_T)$.
$S^w(t)$ is defined as the probability that an account that is in default at time $t$ will not write-off before the end of the workout period, $T_w$. The survival function $S^w(t) = P(T > t)$, with not write-off as the event. Similarly, $S^c(t)$ is defined as the probability that an account that is in default at time $t$ will not cure before the end of the workout period, $T_w$. The survival function $S^c(t) = P(T > t)$, with not curing as the event.

The two survival functions, $S^w(t)$ and $S^c(t)$, can either be estimated for the entire population or on segments of the population. The Cox proportional hazards model is used to model these survival curves for different segments (Kleinbaum & Klein, 2012, p.120-123).

The general form of the Cox proportional hazards model can be written in terms of survival curves,

$$S(t) = [S_0(t)]^{exp(x'\beta)}.$$  

The formula states that the survival curve at time $t$ is a function of two quantities. The first of these, $S_0(t)$, is called the baseline survival function whilst the second of these is the exponential expression to the linear sum of the covariates. The baseline survival curve, $S_0(t)$, is estimated by selecting a specific segment and calculating the Kaplan–Meier estimate for that segment. The Kaplan–Meier estimate is the empirical survival curve estimated from the data. If the values of an individual’s covariate value falls outside the baseline group, the baseline survival curve, $S_0(t)$, will be adjusted,

$$S_0(t)^{exp(x'\beta)};$$

to yield a survival curve, $S(t)$, that is the estimate for the segments associated with the new covariate values.

The Cox proportional hazards model can also be defined in terms of hazard functions (Witzany et al., 2012, pp. 14–16) as

$$h(t, x) = h_0(t) \exp(x'\beta),$$

with the $0$ indicating the baseline in the baseline hazard, $h_0(t)$. The baseline hazard is independent of the covariate values, $x$. The matching survival function is

$$S(t, x) = \exp\left(-\int_0^t h_0(s)\exp\left(x'\beta\right)\right) = S_0(t)^{exp(x'\beta)},$$

where $S_0(t) = \exp\left(-\int_0^t h_0(s)\right)$. The partial likelihood is used to solve for the parameter estimates, $\beta$. The partial likelihood for a specific account $i$, that exits at time $t$, is defined as

$$L_i(\beta) = \frac{h(t, x_i)}{\sum_{j \in A_i} h(t, x_j)} = \frac{\exp(-x_i'\beta)}{\sum_{j \in A_i} \exp(-x_j'\beta)}$$

with $x_i$ the set of covariates at the point of exiting default and $A_i$ the set of objects in default at $t$. It is assumed that there is only one exit at time $t$. Given that there are $K$ accounts, the equation

$$\ln(L) = \sum_{i=1}^{K} \ln(L_i)$$
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is maximized by using the Newton Raphson algorithm to obtain the beta values, \( \beta \). When modelling LGD, multiple exits may occur and the partial likelihood is adapted to handle ties. An approximation of the partial likelihood is used to solve the parameter estimates in the case where ties occur. The baseline hazard function is assumed to be constant for each unit time interval and are estimated separately. The likelihood function

\[
L_t = \prod_{i=1}^{n} \left[ h_0(t) \exp(x_i' \beta) \right] \frac{dN_i(t)}{n \sum_{i=1}^{n} \exp(x_i' \beta) Y_i(t)} \exp(-h_0(t) \exp(x_i' \beta) Y_i(t))
\]

is then maximized. The indicator \( Y_i(t) \) indicates that observation \( i \) has not exited default at \( t - 1 \) and is incomplete. The indicator \( dN_i(t) \) indicates that observation \( i \) exited from default at \( t \) by curing or writing off. Witzany et al. (2012, pp. 16) gives the Breslow-Crowley form for the maximum likelihood estimator of the baseline hazard as

\[
\hat{h}_0(t) = \frac{\sum_{i=1}^{n} dN_i(t)}{\sum_{i=1}^{n} \exp(x_i' \beta) Y_i(t)}.
\]

The cumulative incidence function is a recursive formula used to convert the survival curves to probabilities and is defined/constructed as follows:

- Define the probability that account \( i \), which is \( t \) months in default, will write-off, cure or remain incomplete, in the interval \([t, t+1]\) as \( P_{i,t} (W_{t+1}), P_{i,t} (C_{t+1}) \) and \( P_{i,t} (I_{t+1}) \) respectively. The initial values, where \( t = 0 \), for the probabilities are \( P_{i,0} (I_1) = 1 \), \( P_{i,0} (W_1) = 0 \) and \( P_{i,0} (C_1) = 0 \), since all accounts will be incomplete at the initial default point.

- The recursive formulas with a starting value for \( t = 0 \) is
  \[
P_{i,t} (C_{t+1}) = P_{i,t} (I_{t+1}) \times (1 - \frac{S^c(t+1)}{S^c(t)}),
  \]
  \[
P_{i,t} (W_{t+1}) = P_{i,t} (I_{t+1}) \times (1 - \frac{S^w(t+1)}{S^w(t)}),
  \]
  \[
P_{i,t+1} (I_{t+2}) = P_{i,t} (I_{t+1}) - P_{i,t} (C_{t+1}) - P_{i,t} (W_{t+1}).
  \]

A description of the above-mentioned recursive formulas follows. The entire population is initially incomplete, \( P_{i,0} (I_1) = 1 \). The value \( (1 - \frac{S^c(t+1)}{S^c(t)}) \) represents the percentage of the incomplete accounts that exit default by curing and \( (1 - \frac{S^w(t+1)}{S^w(t)}) \) represents the percentage of the incomplete accounts that exit default by writing-off. The percentage writing-off and curing is subtracted from the initial incomplete population.

Next, the sums of the one-month probabilities are taken to achieve the probabilities over the interval \([t, \tau]\)

- \( P_{i,t} (C_\tau) = \sum_{k=t}^{\tau} P_{i,k} (C_{k+1}) \),
- \( P_{i,t} (W_\tau) = \sum_{k=t}^{\tau} P_{i,k} (W_{k+1}) \),
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3.2 Advantages of using Survival Analysis

The advantages of using the Cox proportional hazards approach instead of a logistic model (Kleinbaum & Klein, 2012, p. 110-112) include:

- The Cox proportional hazards model predicts probabilities over varying outcome periods; a logistic regression model predicts probabilities over a fixed outcome period.
- The Cox proportional hazards model allows for censoring.
- The Cox proportional hazards model is robust in the sense that the non-parametric estimate of the baseline hazard will closely approximate the parametric baseline hazard. There is typically uncertainty about the form of the parametric model. The non-parametric nature of the Cox proportional hazards model is the safer option.
- The general form of a survival function for the Cox proportional hazards model is given in Section 3 as
  \[ S(t) = [S_0(t)]^{\exp(x'\beta)}. \]
  The hazard rate is easily derived from the survival function and is given as
  \[ h(t) = h_0(t)\exp(x'\beta). \]
- The exponential expression will ensure non-negative hazard rate estimates. The non-negative hazard rate estimates are a necessity since hazard rates, by definition, should vary between zero and infinity.
- The \( \beta \) values can be estimated, even though the baseline hazard, \( h_0(t) \), is unspecified. Once the \( \beta \) values are estimated, the effect of the explanatory variables can be measured through the hazard rate and there is no need to estimate the baseline hazard.

3.3 Modelling Methodology for the Loss Severity Component

In this section, estimation of the loss amount given write-off, cure or incomplete, given by \( L_{i,t|W}, L_{i,t|C} \) and \( L_{i,t|I} \) are described.

The loss amount given write-off, \( L_{i,t|W} \), is modelled using the haircut model as used by Leow & Mues (2012). The loss amount given cure, \( L_{i,t|C} \), is assumed to be zero, which is a reasonable assumption as nothing is lost when the account cures. The loss amount given incomplete, \( L_{i,t|I} \), is handled with an adjustment to the LGD estimate, as this amount is expected to be very low given that the workout period is chosen such that most accounts are written-off or cured before the end of the workout period.
In the haircut model proposed by Leow & Mues (2012), a loss is incurred when the expected haircut, $h_{i,t}$, is smaller than the loan-to-value ratio at the default point, $LTV_{i,0}$, where

$$LTV_{i,0} = \frac{M_{i,0}}{V_{i,0}}$$

and the expected haircut

$$h_{i,t} = \frac{P_{i,t}}{V_{i,t}}$$

with $M_{i,0}$ the outstanding loan amount of the asset at the default point, $V_{i,t}$ the valuation of the asset at time $t$ in default and $P_{i,t}$ the net proceeds of the loan at point $t$ in default. Each cashflow component of the net proceeds calculation is summarised in the schematic below:

![Figure 2: Net proceeds.](image)

In Figure 2, sale proceeds represent the realised sale amount of the underlying asset. Cash recoveries represent any additional recovery amounts from observation date through to final realisation of all worked out proceeds, until date of write-off or cure. Post write-off recoveries represent recovery or additional expense amounts post the write-off date. Direct expenses represent legal fees, etc. incurred in realisation of the underlying asset. The net proceeds, $P_{i,t}$, can mathematically be represented as

$$P_{i,t} = (b_{i,t-1} - b_{i,t}) + r_{i,t} - w_{i,t} + g_{i,t}$$

with $b_{i,t}$ the sum of the account balance and the accrued interest. The write-off amount is indicated by $w_{i,t}$ and the value of recoveries made past the write-off point is indicated by $g_{i,t}$. The matched debit interest amount is indicated by $r_{i,t}$.

All net proceeds are discounted back to time $t$ in default. The methodology assumes that the haircut level based on the timing of historical cashflows will be representative of future experience. As mentioned, a loss or shortfall is incurred when the haircut is smaller than
the loan-to-value ratio, i.e. \( h_{i,t} < LTV_{i,0} \). The shortfall percentage can be defined as

\[
\text{Shortfall percentage} = \frac{M_{i,0}}{V_{i,0}} - \frac{P_{i,t}}{V_{i,t}}.
\]

The loss amount given write-off, \( L_{i,t}|W \), is then expressed as the expected shortfall percentage given write-off multiplied by the expected valuation of the asset at time \( t \).

\[
L_{i,t}|W = E(\text{shortfall percentage}|W) \times E(V_{i,t})
\]

\[
= E \left( \frac{M_{i,0}}{V_{i,0}} - \frac{P_{i,t}}{V_{i,t}} \right) \times E(V_{i,t})
\]

\[
= E(LTV_{i,0} - h_{i,t}|W) \times E(V_{i,t})
\]

\[
= \int_{-\infty}^{LTV_{i,0}} p(h) (LTV_{i,0} - h_{i,t}) dh \times E(V_{i,t})
\]

where \( p(.) \) denotes the probability density function of the distribution for \( h \).

As long as the predicted haircut (ratio of expected discounted sale proceeds and direct costs to the valuation of the asset) exceeds the current defaulted LTV, the net proceeds from the sale will be able to cover the outstanding balance on the loan, i.e. there will be no shortfall. Hence, the expected shortfall, expressed as a proportion of the valuation of the asset is given by the above equation. Leow & Mues (2012, p.191) assume that \( h \) follows a normal distribution. This assumption is shown to be realistic in Section 4 below (see Figures 6 and 7 below). Leow & Mues (2012, p.191) make the following transformations

\[
z = \frac{h_{i,t} - E(h_{i,t})}{\sigma} \sim N(0, 1)
\]

and

\[
D = \frac{LTV_{i,0} - E(h_{i,t})}{\sigma}
\]

with \( h_{i,t} \) the haircut, \( LTV_{i,0} \) the default loan to value, \( E(h_{i,t}) \) the expected value from the haircut and \( \sigma \) the standard deviation of the haircut. The value \( D \) is calculated by subtracting the expected value of the haircut from the default loan to value and then dividing it by the standard deviation of the haircut. Hence, the expected shortfall percentage can be expressed as

\[
L_{i,t}|W = \left( \int_{-\infty}^{D} p(z)(D - z)\sigma dz \right) \times E(V_{i,t})
\]

\[
= \sigma D \int_{-\infty}^{D} p(z)dz - \sigma \int_{-\infty}^{D} p(z) zdz \times E(V_{i,t})
\]

\[
= \sigma D \Phi_{z}(D) - \sigma (-\phi_{z}(D)) \times E(V_{i,t})
\]

where \( \Phi_{z}(D) \) and \( \phi_{z}(D) \) represent the cumulative distribution function and probability density function of the standard normal distribution (Leow & Mues, 2012, p.191).
4 Data

The two datasets utilised in this paper are obtained from one of the big South African secured retail bank portfolios. These datasets are described in Section 4.1. In addition, two dataset are simulated, which are described in Section 4.2.

4.1 Retail Bank Data

Two secured portfolios are considered; a vehicle and asset portfolio and a home loans portfolio. All source data is extracted from September 2005 until April 2013. From the source dataset, the following fields are either derived or extracted to create the development datasets:

- Entry and exit point (expressed by time in default) for each account in relation to its entry and exit from default.
- Status of the account (cure, loss or incomplete) on exit from default.
- Covariates considered when fitting the cure and loss event models.

An account is deemed to have exited the workout period on the first occurrence of any of the following events:

- Write-off event: When the account is written off or when the legal status on the account indicates insolvency of the individual/juristic person or sale of the underlying asset. Insolvency and sold states are deemed absorbing and the default event deemed completed on occurrence of any of the aforementioned events.
- Cure event: Any account where the reference default flag is lifted, is deemed cured.

The loss given default for the vehicle and asset portfolio and the home loans portfolio of a retail bank is given in Figure 3. The LGD axis in all Figures are left out due to confidentiality.

The development reference period is from May 2011 until April 2013. There are 55 794 accounts on the vehicle and asset development dataset and 66 495 on the home loans development dataset. Macroeconomic, behavioural, application, customer and geographical covariates are included into these models.

The distribution for the vehicle and asset finance LGD is given in Figure 4. Figure 5 contains the LGD distribution for the home loans portfolio. The average vehicle and asset finance LGD is 30.31% and the majority of LGD values are distributed between 6% and 51%. The average home loans portfolio LGD is 8.4% with the bulk of the accounts distributed between LGD values 0% and 18%. The home loans portfolio generally has lower LGD values than the vehicle and asset finance portfolio.

The observed vehicle and asset finance haircut distribution is displayed as the histogram in Figure 6. The mean observed haircut value is 0.706 and the standard deviation of the
Figure 3: Retail bank data loss given default.

Figure 4: Vehicle and asset finance LGD distribution.

Figure 5: Home loans LGD distribution.
observed haircut is 0.228. A normal distribution curve with the same mean and standard deviation is plotted on the same graphs. One can conclude that the observed haircut for the vehicle and asset finance portfolio follows the normal curve closely. Figure 7 displays the observed home loans haircut distribution with a mean haircut value of 0.428 and a standard deviation of 0.17. A normal distribution curve, with the same mean and standard deviation as the actual home loans haircut, is plotted onto Figure 7. The observed home loans haircut follows the normal curve closely. The results for the test for normality in Table 1 confirms that the actual haircut for the home loans and for the vehicle and asset finance portfolio are normal. In both cases the p values are high providing evidences not to reject the null hypothesis that the variable is normally distributed.

<table>
<thead>
<tr>
<th>Test</th>
<th>Home Loans</th>
<th>Vehicle and asset finance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shapiro-Wilk P &lt;W</td>
<td>0.2168</td>
<td>0.2183</td>
</tr>
<tr>
<td>Kolmogorov-Smirnov P &gt;=D</td>
<td>0.1458</td>
<td>&gt;0.1500</td>
</tr>
<tr>
<td>Cramer-von Mises P &gt;W-Sq</td>
<td>0.2358</td>
<td>0.2491</td>
</tr>
<tr>
<td>Anderson-Darling P &gt;A-Sq</td>
<td>0.2221</td>
<td>0.222</td>
</tr>
</tbody>
</table>

Table 1: home loans and vehicle and asset finance test for normality.

Figure 6: Vehicle and asset finance haircut distribution.

4.1.1 Censoring

Censoring is a peculiar feature of survival analysis and occurs when information is known over a certain interval (Klein & Moeschberger, 2003, p.63). There are several reasons why information is not available over the remaining intervals; the event will only occur after the end of the workout period, the event occurs before the observation period started or the information for the account is only available sometime after the first point of default.
Figure 7: Home loans haircut distribution.

Figure 8 indicates the reference period data used for development and is used to describe censoring.

In Figure 8, account a defaults in February 2009, and exits the default status 18 months later due to repossession of the underlying asset. Account b defaults in March 2009, and exits the default status due to write-off 35 months later. Account c defaults in February 2010, and reaches the end of the workout period without experiencing any event of interest. All these are examples of censoring. Censoring is a defining feature of survival analysis and makes survival analysis distinct from other kinds of analysis. The following types of censoring are explained below:
• Left censoring: the event of interest occurred before the observation period started, e.g. account a defaults at time $t = 18$ (Klein & Moeschberger, 2003, p.70).

• Left truncation: the information for an account is only available sometime after the point of default, e.g. account b only has information available after $t = 30$ (Klein & Moeschberger 2003, p.72).

• Right censoring: an account has reached the end of the workout period without experiencing the event of interest, e.g. account c is censored at $t = 40$ (Klein & Moeschberger, 2003, p.64).

Left censoring, right censoring and left truncation are used in the development of the probability of cure and probability of write-off models.

4.2 Simulated Data

The LGD datasets were simulated using the indirect model approach. The simulated datasets are based on the assumed distributions of the actual datasets. However different parameter values are selected to cover a wider range of portfolios than the actual data, since the actual data only represents one possibility for a specific set of parameters. Since the LGD is calculated by combining the probability component and the loss severity component, each of these are simulated separately. These two components were discussed in Section 3 above. Since the three probabilities $P_{i,t}(W_r)$, $P_{i,t}(C_r)$ and $P_{i,t}(I_r)$ are estimated using the survival curves we simulate from predefined survival curves as discussed below. The loss severity component is simulated from the appropriate distribution.

Each of these components were simulated separately. Two survival curves, $S^w(t)$ and $S^c(t)$, were defined in Section 3.1 and combined to produce the three probabilities $P_{i,t}(W_r)$, $P_{i,t}(C_r)$ and $P_{i,t}(I_r)$. Section 3.3 gave an overview of the loss severity component in the form of the expected loss percentage.

The survival time and censoring time for $S^w(t)$ and $S^c(t)$ are simulated for this paper. The article by Bender et al. (2005) describes how to derive the formula that is used to simulate the survival time. The derivation of an equation that is used to simulate the survival time follows:

The Cox proportional hazards model is defined as

$$S(t) = [S_0(t)]^{e^{x^\beta}}.$$ 

The baseline survival curve, $S_0(t)$ can be expressed in term of the cumulative hazards rate

$$S_0(t) = e^{-H_0(t)},$$

where the cumulative hazard rate is taken as

$$H_0(t) = \sum_{l=0}^{t} h_0(l).$$
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The hazard rate, $h_0(t)$, represents the rate at which objects that have survived until time $t$, exits at time $t$. The survival function of the Cox proportional hazards model, $S(t)$, is written as

$$S(t) = [e^{-H_0(t)}]^{\mathbf{x}^T}.$$

The survival function is written in terms of the cumulative distribution function,

$$S(t) = P(T > t) = 1 - F(t),$$

and it follows that

$$F(t) = 1 - [e^{-H_0(t)}]^{\mathbf{x}^T} = 1 - e^{-H_0(t)e^{\mathbf{x}^T}}.$$

Next, let $Y$ be a random variable with distribution function $F$. It follows that $U = F(Y)$ is uniformly distributed on the interval $[0, 1]$, abbreviated as $U \sim Uni[0, 1]$. If $U \sim Uni[0, 1]$, then $1 - U \sim Uni[0, 1]$. Let $T$ be the survival time in the Cox proportional hazards model, it follows that

$$U = e^{-H_0(T)e^{\mathbf{x}^T}} \sim Uni[0, 1].$$

The inverse of $H_0$ can be taken when the hazard rate, $h_0(t)$, is positive for all values of $t$ and the random variable, $T$, in the Cox proportional hazards model can be expressed as

$$T = H_0^{-1} [- \log (U) exp (-\mathbf{x}^T)]\beta$$

and $U$ is a random variable with,

$$U \sim Uni[0, 1]$$

and $-\log(U)$ is exponentially distributed with parameter 1. The inverse of the cumulative hazard function is given by

$$H_0^{-1} (t) = \lambda^{-1} t.$$

The survival time of the Cox proportional hazards model, with a constant baseline hazard, is

$$T = \lambda^{-1} [- \log (U) exp (-\mathbf{x}^T\beta)] = - \frac{\log (U)}{\lambda exp (\mathbf{x}^T\beta)}$$

and therefore

$$T \sim Exp(\lambda exp (\mathbf{x}^T\beta)).$$

In this case, the hazard function, cumulative hazard function and the survival function can be expressed in terms of the exponential distributions with the scale parameter, $\lambda$. That is,

$$h_0 (t) = \lambda,$$

$$H_0 (h) = \lambda t$$

and

$$S_0 (t) = exp (-\lambda t).$$
The equation, $T \sim \text{Exp}(\lambda e^{x^2})$, is used to simulate the survival time for both survival curves $S^w(t)$ and $S^c(t)$. The censoring time, $t_c \sim \text{Exp}(c)$, is assumed to be exponential with scale parameter equal to a constant rate of censoring, $c$, as was done in the article by Bender et al. (2005). The baseline hazard function, $h_0(t) = \lambda$, is constant and occurs when the covariate values are all equal to zero.

The formula given for the expected shortfall percentage in Section 3.3 is

$$L_{i,d} = \left\{ \sigma D \times \Phi_z(D) - \sigma \left( -\phi_z(D) \right) \right\} \times E(V_{i,d})$$

where $\Phi_z(D)$ and $\phi_z(D)$ represent the cumulative distribution function and probability density function of the standard normal distribution (Leow & Mues, 2012, p.191). The value for $D$ will be simulated from a standard normal distribution, the valuation of the asset, $V_{i,t}$, will be simulated from a gamma distribution, and the value for $\sigma$ will be taken as a constant.

The parameters in the simulation study are selected to give similar survival curves to that of a retail bank’s vehicle and asset portfolio and home loans portfolio. These simulated datasets will be referred to as the simulated vehicle and asset portfolio and the simulated home loans portfolio. The parameters are varied and various survival curves are calculated. The parameter estimates used for the simulations are given in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Home loans</th>
<th>Vehicle and asset finance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{i,t}(W)$</td>
<td>0.01</td>
<td>0.026</td>
</tr>
<tr>
<td>$P_{i,t}(C)$</td>
<td>0.04</td>
<td>0.046</td>
</tr>
<tr>
<td>$P_{i,t}(W)$</td>
<td>0.041</td>
<td>0.042</td>
</tr>
<tr>
<td>$P_{i,t}(C)$</td>
<td>0.043</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Simulation study parameters.

The mean squared error (MSE) values between the simulated survival curves and retail portfolio survival curves are calculated. The parameter estimates of the simulated survival curve that gives the minimum MSE are used for each of the portfolios.

The loss given default for the simulated and retail vehicle and asset portfolio as well as the simulated- and retail home loans portfolio is displayed in Figure 9. The simulated- and retail LGD values for both portfolios are similar.

The distribution of the simulated and retail LGD values are displayed in Figure 10 and Figure 11. The distribution of the simulated and retail LGD compare well for the vehicle and asset finance as well as the home loans portfolio.

The probability component of the indirect LGD is predicted by making use of survival analysis (Section 3.1) and the loss severity component is predicted by the haircut model (Section 3.3). For comparative purposes, the probability component of the indirect LGD is predicted by replacing survival analysis with logistic regression. This comparison is applied to retail bank data (Section 4.1) and simulated data (Section 4.2). The MSE, bias and variance is calculated and shown in the following section.
Results

This section covers the results for both the retail and the simulated datasets. The method described by Leow & Mues (2012) to predict the probability components, $P_{i,t}(W_r)$, $P_{i,t}(C_r)$ and $P_{i,t}(I_r)$, makes use of logistic regression. In the modelling methodology section, it is described how survival analysis can be used to predict these components. These probability components are combined with the haircut component to calculate LGD indirectly.

5.1 Retail Data Results

Section 5.1.1 contains accuracy graphs for each of the components. This is followed by the results for the overall LGD in Section 5.1.2.
5.1.1 LGD Model Components

Accuracy graphs are displayed for the probability of cure, probability of write off and haircut models. Accounts are sorted from smallest to largest expected values and grouped into deciles that contain the same number of accounts. The actual versus expected values are given by deciles.

![LGD Model Components Graph](image)

**Figure 11:** Home loans LGD distribution.

One can conclude from Figure 12, Figure 13 and Figure 14 that the individual LGD model components are accurate. The accuracy graph shows that the models are accurate given that the points closely resemble a line with a 45-degree angle. The 45-degree line represents the points where the actual values are equal to the expected values. The overall LGD will be the focus in Section 5.1.2.

![Haircut Model Accuracy Graph](image)

**Figure 12:** Haircut model accuracy on retail data.
5.1.2 Overall LGD

Logistic regression is used to model the probability components. These components are combined with the loss severity components to estimate LGD. Logistic regression is replaced with survival analysis to estimate the probability components, but the same haircut model is used and LGD is estimated.

These LGD values are used to calculate the MSE, bias and variance on a vehicle and asset portfolio and a home loans portfolio. These values are graphically represented in Figure 15. The corresponding values are given in Table 3 and Table 4. The MSE for the survival analysis approach is the lowest in both cases and it is therefore deemed the more
appropriate technique.

Figure 15: Retail data MSE, variance and bias.

The corresponding values are given in Table 3 and Table 4.

<table>
<thead>
<tr>
<th>Method</th>
<th>Variance</th>
<th>MSE</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survival</td>
<td>0.008</td>
<td>0.009</td>
<td>-0.037</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.162</td>
<td>0.163</td>
<td>-0.028</td>
</tr>
</tbody>
</table>

Table 3: Retail data vehicle and asset portfolio.

<table>
<thead>
<tr>
<th>Method</th>
<th>Variance</th>
<th>MSE</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survival</td>
<td>0.006</td>
<td>0.012</td>
<td>0.077</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.018</td>
<td>0.019</td>
<td>-0.031</td>
</tr>
</tbody>
</table>

Table 4: Retail data home loans portfolio.

In Figure 16, the expected LGD values and actual LGD values by decile are displayed for the home loans and vehicle and asset finance portfolios. The accuracy of these two models are clear from Figure 16.

The same methodology is applied to the simulated data results as used for the retail data.

5.2 Simulated Data Results

The results for the probability of cure, probability of loss and haircut models are given in Section 5.2.1 This is followed by the results for the overall LGD in Section 5.2.2.

5.2.1 LGD Model Components

Figure 17, Figure 18 and Figure 19 show that the haircut model, probability of cure model and the probability of write-off model are all accurate.
5.2.2 Overall LGD

The indirect approach is used to estimate LGD. A survival analysis approach and logistic regression approach are used to model the probability component of the LGD model. These two approaches are applied to 100,000 different simulated datasets and the MSE, bias and variance are calculated on the LGD of each set. The MSE, bias and variance are graphed in Figure 20. The corresponding values are given in Table 5 and Table 6.

The MSE for the survival analysis approach is the lowest in both cases and is therefore concluded to be the more appropriate technique. An accuracy graph, displaying the actual LGD values versus expected LGD values by decile, is displayed in Figure 21 for the
Figure 18: Probability of cure model accuracy on simulated data.

Figure 19: Probability of write-off model accuracy on simulated data.

Table 5: Simulated vehicle and asset portfolio.

<table>
<thead>
<tr>
<th>Method</th>
<th>Variance</th>
<th>MSE</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survival</td>
<td>0.045</td>
<td>0.046</td>
<td>0.034</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.044</td>
<td>0.061</td>
<td>-0.129</td>
</tr>
</tbody>
</table>

simulated home loans and vehicle and asset finance data. The accuracy of the home loans LGD and vehicle and asset finance LGD models are clear from Figure 21. The simulated dataset analysis shows that the suggested methodology generalizes well to a wide range of retail portfolios.
Table 6: Simulated home loans portfolio.

<table>
<thead>
<tr>
<th>Method</th>
<th>Variance</th>
<th>MSE</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survival</td>
<td>0.027</td>
<td>0.029</td>
<td>0.04</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.054</td>
<td>0.1</td>
<td>0.213</td>
</tr>
</tbody>
</table>

Figure 21: LGD accuracy on simulated data.

6 Conclusion

In a paper by Leow & Mues (2012) an indirect LGD modelling approach was described. The probability components were modelled by making use of logistic regression and the loss severity component was estimated by applying the haircut model.

This paper set out to investigate whether predictability could be enhanced if the logistic regression to model the probability component was replaced by survival analysis. Survival analysis naturally lends itself to model the probability components because it allows for censoring, a time-varying outcome window can be modelled and the survival time can be
incorporated. By incorporating censoring into the models, incomplete accounts can be included in the survival analysis model. The incomplete accounts will contribute to the estimate of the survival curve up until the point where no further information is available. Having to wait for incomplete accounts to workout is now eliminated and no assumptions have to be made for these accounts. The exclusion of incomplete workouts from LGD modelling will lead to extremely inaccurate LGD values. Survival analysis allows for a varying outcome period that is advantageous since the probability to write off, probability to cure and probability to remain incomplete varies dramatically as the length of time the account is in default changes. Survival analysis makes use of the survival time and the valuable information contained in the survival time is used.

Leow & Mues (2012) modelled the probability component as a binary variable, loss or no loss. By making use of a cumulative incidence function to combine survival curves more outcomes were allowed for in our approach. The probability of cure, probability of write-off and probability of incomplete is estimated for every month that an account was in default. The expected LGD will be understated if modelling does not allow for incomplete accounts. The accuracy for each of the components used to model the LGD directly was validated and it was concluded that all these components were accurate when using our approach. The overall LGD values were also accurate. The indirect LGD was modelled on simulated datasets as well as on retail bank datasets. The MSE was compared and it was concluded that the survival analysis outperformed logistic regression.

To summarize, the contributions of this paper were that:

- The predictability of the LGD models were enhanced by making use of survival analysis instead of logistic regression in the probability components.
- Censoring was introduced to allow for accurate modelling of incomplete accounts.
- Survival time was incorporated into the probability component to enhance the information conveyed by the model.
- A time-varying outcome window instead of a fixed outcome window was incorporated to align the model to practice.
- More than two outcomes were allowed for in the target variable of the probability components to enhance accuracy.

Similar to how Min & Ozdemir (2017) adapted Basel LGD modelling techniques to model the IFRS 9 LGD, future research could focus on extending our approach to IFRS 9 models.
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Errata:
Making use of Survival Analysis to indirectly model Loss Given Default.
Errata for the paper: "Making use of Survival Analysis to indirectly model Loss Given Default."

1. Page 82, Line 14 from bottom: $\lambda(t)$ change to $h(t)$.

2. The equation on Page 83, Line 8 from bottom changed to:

$$S_0(t) = \exp \left( - \int_0^t h_0(s) ds \right)$$

3. The equation on Page 83, Line 9 from bottom changed to:

$$S(t, x) = \exp \left( - \int_0^t h_0(s) \exp \left( x' \beta \right) ds \right) = S_0(t)^\exp(x' \beta).$$

4. Page 84, Line 6 from top:

The likelihood function changed to:

$$L = \prod_{i=1}^k [h_0(t) \exp(x_i' \beta)]^{dN_i(t)} \exp(-h_0(t) \exp(x_i' \beta)Y_i(t)).$$

5. Page 84, Line 11 from top: The Breslow-Crowley form for the maximum likelihood estimator of the baseline hazard is changed to

$$\hat{h}_0(t) = \frac{\sum_{i=1}^k dN_i(t)}{\sum_{i=1}^k \exp(x_i' \beta)Y_i(t)}.$$
Chapter 4

Adapting the Default weighted survival analysis modelling approach to model the IFRS 9 LGD.
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Abstract:
Survival analysis is one of several methods used to predict loss given default (LGD) for Basel regulatory purposes. When using survival analysis to model LGD, one proposed methodology is the default weighted survival analysis (DWSA) method. This paper is aimed at adapting the DWSA method used to model the Basel LGD to estimate the LGD for International Financial Reporting Standard (IFRS) 9 impairment requirements. The DWSA methodology allows for over recoveries, default weighting and negative cashflows. This needs to be adapted for IFRS 9. This IFRS 9 LGD is used in the calculation of the expected credit losses (ECL) as per the IFRS 9 standard. The IFRS 9 LGD methodology that is described in this paper makes use of survival analysis to estimate the LGD. The Cox proportional hazards model allows for a baseline survival curve to be adjusted to produce survival curves for different segments of the portfolio. The forward-looking LGD values are adjusted for different macro-economic scenarios and an ECL is calculated for each scenario. These ECL values are probability weighted to produce a single ECL number. This paper illustrates the IFRS 9 LGD as well as the ECL on a real dataset from a retail portfolio of a South African bank.

1. Introduction


1Corresponding author.
In this paper, the DWSA methodology is adapted to model the International Financial Reporting Standard (IFRS) 9 LGD. The DWSA methodology models the Basel LGD. First we will discuss some background in Section 1.1 and then specifically refer to IFRS 9 and the specific concepts that need to be addressed to be able to adapt the DWSA methodology to be used for IFRS 9. Many adaptations will be required. For example, the main segmentation used in the DWSA model is the default date and months since default. This needs to be changed to be suitable for IFRS 9. Note that the IFRS 9 LGD models are primarily point in time models and are calibrated to recent information (Chawla, Forest and Aguais, 2016). The lifetime of the account forms a primary part of the expected credit loss calculation, and the application date and months on book form the main segmentation for the IFRS 9 LGD model (for Basel the main segmentation is month since default and default date). LGD is modelled by month on book and a separate survival curve is created for every month on book. The DWSA methodology is used to create each of these survival curves and the segmentation for IFRS 9 changes from the default date and months since default to the application date and months on book. To summarize, this paper provides a description of IFRS 9 concepts and calculations and introduce a new IFRS 9 LGD methodology. The new IFRS 9 LGD methodology is described and fitted to a retail banking dataset. The forward-looking IFRS 9 LGD is adjusted for macro-economic scenarios by applying the error correction model (ECM). The adaptations can be summarized under the following headings: segmentation, reference period, modelling population, LGD calculations, incorporating over recoveries into the IFRS 9 LGD, and macro-economic adjustment. SAS software is used for the statistical analysis, model development and data manipulation relating to this article.

1.1. Background

The International Accounting Standard Board published the new and complete IFRS 9 standard in the form of the document titled IFRS 9 Financial Instruments (IFRS, 2014). This document replaces most of the International Accounting Standard (IAS) 39. It contains impairment requirements that allows for earlier recognition of credit losses. The financial statements of banks must reflect the IFRS 9 accounting standards from 1 January 2018 (European Banking Authority (EBA), 2016, pp. 4). Banks are expecting IFRS 9 to have a significant impact on systems and processes (Beerbaum, 2015). The IAS 39 makes use of provisions on incurred losses. Learning gained from the financial crisis showed that expected losses, instead of incurred losses, should be used to calculate the provisioning for banks (Global Public Policy Committee (GPPC), 2016, pp. 21). Under IFRS 9, the expected credit losses (ECL) should be equal to an amount equivalent to the lifetime ECL, if the credit risk has risen significantly. When the converse is true, a financial entity may allow for credit losses equal to 12-month ECL. The ECL model is a forward-looking model and should result in the early detection of credit losses. This will contribute to financial stability (IFRS, 2014, pp. 26).

The ECL for account $i$, that is currently at month on book $m$, is calculated as:

$$ECL_{i,m} = \sum_{h=0}^{H} \frac{PD_{i,m,m+h}LGD_{i,m,m+h}EAD_{i,m,m+h}}{(1 + e)^h}.$$ 

The marginal $PD_{i,m,m+h}$ is the probability of account $i$ defaulting at month on book $m + h$, given that the account remained performing until month on book $m$. $LGD_{i,m,m+h}$ is the loss given that account $i$ defaults at month on book $m + h$, and $EAD_{i,m,m+h}$ is the exposure of account $i$ that defaulted at month
on book $m + h$. The value $e$ is the monthly effective interest rate. LGD is always assessed over the life of the lending exposure (Basel Committee on Banking Supervision (BCBS), 2015, pp. 25). The length of the future time horizon, $H$, for the forward-looking information used in the estimation of ECL will vary between 12 months or the remaining lifetime, depending on the stage that an account is in. Different modelling approaches are followed for accounts in different stages. An account can either fall into stage 1, stage 2 or stage 3. Stage 1 accounts are performing accounts. Stage 2 accounts have significant deterioration in credit risk, but are not in default. Defaulted accounts are in stage 3 (Aptivaa, 2016a). The value of $H$ for stage 1 and stage 2 will be equal to 12 and $\max(\text{remaining term}, 12)$, respectively.

1.2. IFRS 9 concepts

The following concepts form the basis of the discussions in the IFRS 9 standard and will be used in this paper: significant deterioration, default definition, staging, lifetime, forward-looking, macro-economic factors and time value of money.

A thirty days past due rule is suggested as a "backstop" when determining if an account has significantly deteriorated since origination (IFRS, 2014, pp. 27). The changes in an account’s behavioural score or bureau score, when measured from origination, can be used to determine significant deterioration. Accounts that are thirty days past due will be flagged as significantly deteriorated and the scores are used to select significantly deteriorated accounts from the population that are not thirty days past due.

The default point will occur after the point of significant deterioration. A 90 day past due rule is suggested as a backstop for default and the default definition should be in line with default definitions already used for risk management purposes (IFRS, 2014, pp. 120). The Basel default definition flags 90 days past due as default and is already deeply embedded in risk management frameworks. The IFRS 9 default definition is aligned with the Basel default definition.

The lifetime of an account is taken as the maximum contractual period over which the accounts are exposed to credit risk (IFRS, 2014, pp. 120). For fixed term products, the term of the account can be taken as the lifetime of the accounts, but it is important to recognize all recoveries on the accounts after the write-off point. An analysis should be conducted to measure the amount recovered after the end of the contractual term of the accounts to determine when the lifetime of the account ends. All available information is taken into account when measuring the lifetime of an account that does not have a fixed term. This approach will only work in environments where sufficient history on accounts exist. The history built up and used for Basel model development purposes should be utilized.

Forward-looking information is used when modelling ECL (Aptivaa, 2016b). The expected loss or the components to determine expected credit losses are forecasted for future time periods, and the sum over the current and future period is taken to predict expected losses (Miu and Ozdemir, 2017).

Macro-economic factors are modelled onto the time series and different economic scenarios are expressed in terms of the factors included in this model, and a probability is assigned to each of these scenarios (Black, Levine and Licari, 2015). The scenarios are applied to accounts through the macro-economic factors and a probability weighted average expected loss per account is calculated (IFRS, 2014, pp. 121).
The time value of money is considered when calculating the expected credit loss. The cashflows on accounts are discounted to the reporting date by applying the current monthly effective interest rate \((e)\) (IFRS, 2014, pp. 122).

The paper is structured in the following way. The modelling approach is described in Section 2. It starts off by describing the DWSA modelling approach and how this approach is used to model the Basel LGD. The adaptation made to the DWSA approach to model the IFRS 9 LGD is described. The data is described in Section 3 and the results given in Section 4. Section 5 concludes.

2. Modelling methodology

The DWSA model (Joubert et al., 2018) estimates the Basel LGD. This approach is adapted to estimate the IFRS 9 LGD. A description of the DWSA model is given in Section 2.1 and the adaptations made to the DWSA model to comply with IFRS 9 is given in Section 2.2.

2.1. Default weighted survival analysis

The details of the DWSA methodology can be found in Joubert et al. (2018). This section is only a summary of the DWSA methodology. Mathematically the LGD at time of default may be expressed as:

\[
LGD_i = \frac{EAD_i - \sum_{s=1}^{T_w} DCF_{i,s}}{EAD_i},
\]

where \(DCF_{i,t} = \frac{CF_{i,t}}{1+e^t}\) is the discounted future cashflows for account \(i\) at time \(t\) and \(EAD_i\) the EAD for account \(i\). The recovery time, \(t\), for a defaulted account, \(i\), is measured in months and takes only values \(1, 2, ..., T_w\). Cashflows, \(CF_{i,t}\) are calculated as the difference between account balances now versus account balances in the previous month, adding back the interest and the fees, subtracting the amount written off. The post write-off recoveries represent recovery or additional expense amounts post the write-off date, which are added to the cashflows (Witzany et al., 2012, pp. 8). All accounts with recovery information up until time \(T_w\) are deemed to have complete recovery information. The time when the recovery process ends for account \(i\) will be denoted by \(t_{i,end}\). The recovery process is completed if \(t_{i,end} < T_w\) for example if an account closes before \(T_w\). Alternatively the recovery process is incomplete if \(T_w \leq t_{i,end}\).

A survival curve, \(S(t, i) = 1 - P(T < t)\) is defined as the (unrecovered) proportion of \(EAD_i\) that remains in default up to a specific recovery time \(t\), where \(t \in \{1, ..., T_w\}\) for account \(i\). Thus:

\[
S(t, i) = \frac{EAD_i - \sum_{s=1}^{t} DCF_{i,s}}{EAD_i}.
\]

The Kaplan-Meier estimate, \(\hat{S}(t, i)\), is the empirical value of the survival curve calculated from the data and is equal to:

\[
\hat{S}(t, i) = \frac{E\hat{A}D_i - \sum_{s=1}^{t} D\hat{C}F_{i,s}}{E\hat{A}D_i},
\]
where $EAD_i$ is the exposure at the default point for account $i$ and $DCF_{i,s}$ is the value of the cashflow for account $i$ at point $s$. The survival curve for the population is then calculate as:

$$
\hat{S}_0(t) = \frac{EAD - \sum_{s=1}^{t} DCF_s}{EAD},
$$

where $EAD = \sum_i EAD_i$ and $DCF_s = \sum_i DCF_{i,s}$.

The data needs to be constructed in a specific way when applying the DWSA methodology to incorporate censoring, incomplete records, unrecovered amounts, etc. For more information on implementation and dataset construction see (Joubert et al., 2018).

The general form of the Cox model can be written as:

$$
S(t, x_i) = S_0(t) \exp(x_i' \beta),
$$

where $x_i$ are the covariate values for account $i$. The weighted survival curve at time $t$ in default contains a component $S_0(t)$ that is known as the baseline survival curve. The baseline survival curve is the Kaplan–Meier estimate of the portfolio. If an account falls outside of the base, the baseline, $S_0(t)$, is shifted by the exponent of $\exp(x_i' \beta)$. The loss given default for account $i$ at default is calculated as:

$$
LGD_i = \frac{S(T_w, x_i)}{S(0, x_i)}.
$$

The DWSA modelling methodology models the Basel LGD. This methodology is adapted to model the IFRS 9 LGD. These adaptations are described in Section 2.2.

### 2.2. Adaptations

The adaptations to the DWSA approach are described under the headings segmentation, reference period, LGD calculation and macro-economic model.

#### 2.2.1. Segmentation

The IFRS accord stipulates that forward-looking information must be used when estimating the IFRS 9 LGD. LGD$_m$, the loss given that the account defaults at month on book $m$, is calculated from historical data. The segmentation for the DWSA approach is adapted from using the default date and months since default, to using the month on book, $m$, and the application date.

#### 2.2.2. Reference period

The IFRS 9 LGD is calibrated to recent information. The reference period for the IFRS 9 LGD is illustrated in Figure 1 and falls between the two blue dotted lines where the information for the months January 2016 to December 2017 is used. The example in Figure 1 illustrates how the population for $m = 4$ is selected. All accounts that default at $m = 4$ (see for example account A and C in Figure 1) are considered. The exposure at entry into the reference period and the cashflows within the reference period, for accounts defaulting at $m = 4$ are considered to calculate $LGD_4$. 
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The exposure at entry into the reference period is used to model the IFRS LGD; this replaces the exposure at default used for modelling the Basel LGD. The cashflows used for the Basel LGD span the workout period. The cashflows for the IFRS LGD span the recent reference period as displayed in Figure 1.

2.2.3. LGD calculation

The Basel loss given default under the DWSA approach for account \( i \) at default may be calculated as:

\[
LGD_i = \frac{S(T_{w_i}, x_i)}{S(0, x_i)}.
\]

The IFRS 9 LGD for account \( i \) that defaults at a specific month on book \( m \) is:

\[
LGD_{i,m} = \frac{DE_{i,m} - \sum_{n=m}^{m+r_i+1} DCF_{i,n}}{DE_{i,m}},
\]

where \( DE_{i,m} = EAD_{i,m} - \sum_{n=m}^{m+r_i+1} DCF_{i,n} \) is the value of the exposure at entry into the reference period for account \( i \). Note that \( EAD_{i,m} \) is equal to \( EAD_i \), the EAD at the default date as in the Basel LGD calculations. The reference period is the area between the two blue dotted lines in Figure 1 and the length of the reference period is indicated by \( R \) (typically 12 to 24 months). The value \( r_i \) gives the distance between month on book \( m \) and the start of the recovery period. Account \( i \) enters the reference period at time \( m+r_i \). Cashflows on account \( i \) occurring in the reference period are
discounted to the time of default occurring on month on book \( m \), i.e.  
\[ DCF_{i,n} = \frac{CF_{i,n}}{(1 + e)^{nm}}. \]
Cashflows, \( CF_{i,n} \) are calculated as the difference between account balances now, versus account balances in the previous month, adding back the interest and the fees, subtracting the amount written off. Post write-off recoveries are added to the cashflows and are the additional expenses or recoveries after the write-off event (Witzany et al., 2012, pp. 8).

Similarly as in Joubert et al. (2018), a special dataset needs to be constructed. Each cashflow in the reference period will result in a separate record, with the unrecovered amount as a last record. Censoring is added to indicate if the account does not have information up to the end of the reference period.

The survival curve, \( S(m, r, i) \), is then defined as the proportion of the exposure at entry into the reference period that remains in default from a specific time \( r (m + r_i < r < m + r_i + R) \) until the end of the reference period, for account \( i \) that defaults at month on book \( m \). The Kaplan-Meier estimate for this survival curve is the empirical value calculated from the data and is equal to:

\[
\hat{S}(m, r, i) = \frac{\hat{DE}_{i,m} - \sum_{n=m+r_i+1}^{m+r_i+R} \hat{DCF}_{i,n}}{\hat{DE}_{i,m}}.
\]

The survival curve for the segment of account that defaulted on month on book \( m \) is then calculated as:

\[
\hat{S}_0(m, r) = \frac{\hat{DE}_m - \sum_{n=m+r_i+1}^{m+r_i+R} \hat{DCF}_n}{\hat{DE}_m},
\]

where \( \hat{DE}_m = \sum_{i \in I_m} \hat{DE}_{i,m} \) and \( \hat{DCF}_n = \sum_{i \in I_m} \hat{DCF}_{i,n} \) with \( I_m \) indicating the accounts defaulting at month on book \( m \).

The resulting Cox proportional hazards model is:

\[
S(m, r, \mathbf{x}_i) = S_0(m, r) \exp(\mathbf{x}_i \hat{\mathbf{b}}_m),
\]

where \( S_0(m, r) \) is the baseline survival curve, i.e the Kaplan–Meier estimate of the base group. If an account falls outside of this base group, the baseline survival curve is shifted by \( \exp(\mathbf{x}_i \hat{\mathbf{b}}_m) \). The Cox model is fitted for each month on book segment.

The loss given default for account \( i \) that defaults at month on book \( m \), is calculated as:

\[
LGD_{i,m} = \frac{S(m, m+r_i+R, \mathbf{x}_i)}{S(m, m+r_i, \mathbf{x}_i)}.
\]

The forward-looking LGD values \( (LGD_{i,m+h}) \) in the \( ECL_{i,m} \) formula for each account \( i \) are then calculated using the above. These LGD values need to be adjusted for different macro-economic scenarios before using them.

### 2.2.4 Macro-economic model

The IFRS 9 accord (IFRS, 2014, pp. 189) requests banks to incorporate forward-looking macro-economic information into their estimation of lifetime expected credit losses. Various macro-economic scenarios are expressed in terms of macro-economic factors and probabilities are assigned to these scenarios. Therefore, the three components used in the calculation of the ECL need to be modelled with respect to the macro-economic factors. This adjustment is discussed below.
In order to adjust for different macro-economic scenarios, the \( \text{LGD}_{i,m} \) values in the ECL calculation are expressed as a time series. Let \( \text{LGD}_{c,i} \) be the LGD for account \( i \), assuming the account defaults in calendar month \( c \):

\[
\text{LGD}_{c,i} = \frac{S(m_c,r_x,\beta_{m_c})}{S(m_c,r,x_{c,i})},
\]

where \( S(m_c,r_x,\beta_{m_c}) = S_0(m_c,r)\exp(x_{c,i}b_{mc}) \) and \( m_c \) is the month on book for account \( i \) at calendar month \( c \). Note \( x_{c,i} \) is the set of covariates for account \( i \) at calendar month \( c \) and \( \beta_{m_c} \) as fitted before, i.e. the fitted model is applied to the portfolio on calendar months \( c = 1, \ldots, C \) to form a time series of LGD’s.

For every calendar month \( c \) the LGD’s are EAD averaged to obtain a portfolio LGD,

\[
\text{LGD}_c = \frac{\sum_i \text{LGD}_{c,i} \times \text{EAD}_{c,i}}{\sum_i \text{EAD}_{c,i}},
\]

where \( \text{EAD}_{c,i} \) is the EAD for account \( i \) at calendar month \( c \).

To incorporate the macro-economic factors into the time series, an ‘Error Correction Model’ (ECM) is used as, introduced by Engle and Granger (1987), using co-integration and error correction. Mohamed (2010) discusses and proposes implementation aspects of the ECM. If there exists a stationary linear combination between two non-stationary time series, the two variables combined are said to be ‘co-integrated’ (Granger, 1981) and (Granger, 1983).

The ECM may be implemented using four steps (Mohamed, 2010). The first step is to determine whether all the time series (LGD values and macro-economic variables) are integrated of the same order (Mohamed, 2009a). The second step is to demonstrate that the time series are co-integrated (Mohamed, 2009b). The third step is to generate residuals by regressing the LGD values on the macro-economic variables. The last step is to enter the lagged residuals from step three into a regression of the LGD differences on the macro-economic differences of the previous time period.

The augmented dicky-fuller (ADF) test is used in step one to test for stationarity (Mohamed, 2009a). To test for co-integration in the second step, an ordinary least squares regression is done between the LGD and the macro-economic variables. If the error terms from the regression is stationary, then co-integration exists (Mohamed, 2009b). The regression model in the third step can be defined as follows:

\[
\text{LGD}_c = \alpha_0 + \alpha'z_c + \epsilon_c'
\]

where \( z_c = \{z_1, \ldots, z_n\} \) is the \( n \) macro-economic variables, \( \alpha_0 \) and \( \alpha = \{\alpha_1, \ldots, \alpha_n\} \) are the parameters and \( \epsilon_c' \) the residuals. The ECM model in step four is then expressed as:

\[
\Delta \text{LGD}_c = \phi_0 + \phi'\Delta z_c + \phi_{n+1}\epsilon_{c-1} + \epsilon_c
\]

where \( \Delta \text{LGD}_c = \text{LGD}_c - \text{LGD}_{c-1} \) and \( \Delta z_c = z_c - z_{c-1} \). \( \phi_0, \phi = \{\phi_1, \ldots, \phi_n\} \), \( \phi_{n+1} \) are the parameters, \( \epsilon_{c-1} \) is the lagged residual from step three and \( \epsilon_c \) is the error term. Note that the term \( \phi' \Delta z_c \) in the model may be extended to include different lags. Variable selection will be typically done using stepwise selection.
In general, the term $\varepsilon'$ captures all other factors that influence the dependent variable $LGD_c$ other than the independent variable $z_c$ (this may be referred to as the ‘long-term’ error). In this sense, ECM can be seen as a way of combining the long run, a cointegrating relationship between the level variables and the short run relationship between the first differences of the variables (Mohamed, 2010).

Forecasted macro-economic values for $z_c$ are obtained from Moody’s analytics. For each macro-economic variable, a bull-, bear- and base case forecast is obtained. Let $z^u_c$ be the optimistic scenario, $z^b_c$ the base scenarios and $z^d_c$ the pessimistic outcome. Given that actual data is used as far as it is known, the values of the three scenarios described above will be the same up until the point where the forecast starts. These variables are then used as inputs into the ECM to estimate $LGD^u_c$, $LGD^d_c$ and $LGD^b_c$: an optimistic-, pessimistic- and base LGD by calender month. The average of each scenario’s LGD values are calculated over the forecasted period. Two scalars are calculated as:

$$scalar_u = \frac{\sum_{c=1}^{f} LGD^u_c}{\sum_{c=1}^{f} LGD^b_c}$$

and

$$scalar_d = \frac{\sum_{c=1}^{f} LGD^d_c}{\sum_{c=1}^{f} LGD^b_c}$$

where $f$ is the length of the forecast window.

A optimistic-, pessimistic- and base LGD by month on book are required for the ECL calculation. The above scalars are used to shift $LGD_{i,m}$ to an optimistic $LGD^u_{i,m}$ and a pessimistic $LGD^d_{i,m}$ where $LGD^u_{i,m} = LGD_{i,m} \times scalar_u$ and $LGD^d_{i,m} = LGD_{i,m} \times scalar_d$.

3. Data

In this section we will present the empirical LGD values and a description of the macro-economic variables that will be used in the ECM model.

3.1. Empirical LGD

The development dataset that is needed to model the IFRS 9 LGD includes the exposure at the entry into the reference period and values for all cashflows during the reference period. The default flag is needed to determine if an account is in default as at a specific month on book; the default flag and month on book indicator are stored on the development dataset. The account number, application date, closed date, effective interest rate and month are stored. The covariates, $x$, that is used in the Cox proportional hazards model include behavioural-, customer-, and geographical- information and are added to the development dataset.

Data for an unsecured retail product from a South African bank are used in this paper. The development dataset that is used in this paper has 134741 defaulted accounts and the out of time...
dataset has 132,642 accounts. Data from January 2005 up until December 2017 was considered for
the development. The development reference period for the IFRS 9 LGD was selected as the most
recent 24 month period available and the out of time the preceding 24 months. The empirical IFRS
9 LGD for the development- and out of time dataset are displayed in Figure 2. The empirical IFRS
9 LGD is calculated over a recent 24 month reference period, as was discussed in Section 2.2.2.

The exposure used for IFRS 9 is exposure at beginning of reference period, whereas Basel
is exposure at default. IFRS9 cashflows are summed over the reference period, whereas Basel
is summed over the workout period. The Basel LGD is therefore expected to be higher than the IFRS
9 LGD. The IFRS 9 LGD is calculated by subtracting the sum of the discounted cashflows over
the reference period from the exposure at entry into the reference period, divided by the exposure at
entry into the reference period. The Basel LGD is calculated by subtracting the sum of the discounted
cashflows over the workout period from the exposure at the default point, divided by the exposure at
the default point. The IFRS 9 LGD for accounts \(i\) that defaults at a specific month on book \(m\) is:

\[
\hat{\text{LGD}}_i, m = \frac{\hat{D}E_{i,m} - \sum_{m=r_i+1}^{m+r_i+R} \hat{D}\hat{C}F_{i,n}}{\hat{D}E_{i,m}}
\]

where \(\hat{D}E_{i,m} = \hat{E}AD_{i,m} - \sum_{m+R}^{m+R} \hat{D}\hat{C}F_{i,n}\), is the value of the exposure at entry into the reference period
for account \(i\). Note that \(\hat{E}AD_{i,m}\) is equal to \(\hat{E}AD_{i}\), the EAD at the default date as in the Basel LGD
calculations. The portfolio IFRS 9 LGD is calculated as:

\[
\hat{\text{LGD}}_m = \frac{\hat{D}E - \hat{D}\hat{C}F^*}{\hat{D}E}
\]

where

\[
\hat{D}E = \sum_m \sum_i \hat{D}E_{i,m} \quad \text{and} \quad \hat{D}\hat{C}F^* = \sum_m \sum_i \sum_{m+r_i+1}^{m+r_i+R} \hat{D}\hat{C}F_{i,n}
\]

The empirical Basel LGD is calculated
over a workout period of 60 months and is expressed as:

\[
L\hat{G}D_i = \frac{\hat{E}AD_i - \sum_{i=1}^{T_e} \hat{D}\hat{C}F_{i,j}}{\hat{E}AD_i}
\]

where \(\hat{E}AD\) is the exposure at default for account \(i\). The portfolio empirical Basel LGD is:

\[
L\hat{G}D = \frac{\hat{E}AD - \hat{D}\hat{C}F}{\hat{E}AD}
\]

where \(\hat{E}AD = \sum_i \hat{E}AD_i\) and \(\hat{D}\hat{C}F = \sum_i \sum_{i=1}^{T_e} \hat{D}\hat{C}F_{i,j}\). The IFRS 9 development sample is constructed
from the recent 24 month reference period and the out of time sample from the 24 month period
preceding the development sample. The Basel development sample is constructed from the 24 month
time period where benign economic conditions were prevalent. The out of time data is constructed
from the 24 month time period preceding the development sample. The LGD values in all figures in
this article are left out due to confidentiality.
3.2. Macro-economic variables

The following macro-economic variables were considered for the macro-economic model:

- The consumer price index (CPI) is the increase in the level of prices of a representative basket of goods purchased by consumers and households. This measures how much purchasing power in a country is eroded by price increases.
- The ratio of debt to disposable household income (DDHI) is a measure that indicates the ability of households to repay their debts. This measure is derived by dividing total monthly household debt by monthly income.
- The debt service ratio (DSR) is the proportion of household income that is spent on covering existing debt agreements.
- The M3 money supply is the money supply in circulation and indicates a country’s liquid money supply.
- The gross domestic product (GDP) is an indication of the total local production of the economy.
- Nominal house price index (NHPI) is an index of the average house price level, without adjusting for inflation.
- The real house price index (RHPI) is an index measuring the average house price level, which adjusts for inflation.
- The prime interest rate is the rate at which the banks of South Africa lend money to customers.
Debt affordability is the ratio of government debt relative to the resources available for repaying that debt.

The leading indicator is a forecast of the the general health of the South African economy.

Rand dollar exchange rate is the price of one dollar in rand terms.

Liquidity spread is the premium that flows to a party willing to provide liquidity to a party that is demanding it.

The IFRS 9 LGD results are given in the following section.

4. Results

In this section we will present the results for the IFRS 9 LGD model as well as the results for the macro-economic model.

4.1. IFRS 9 LGD model

The IFRS 9 LGD is calculated by applying the methodology described in Section 2.2 to a retail credit portfolio of one of South Africa’s major banks. The model was fitted to the development reference period for a portfolio and then applied to the same portfolio using both the development and out of time reference period. The empirical and estimated LGD values for each month on book are plotted in Figure 3. A difference in the overall level and directional movement of the development LGD and out of time LGD is observed. The reasons for these movements are provided in the discussion of Figure 4. A low number of accounts were observed where months on book is more than 180, causing the LGD values to be volatile past this point (not shown). The LGD value at months on book equal to 180 will therefore be used for accounts more than 180 months on book.

The development and out of time LGD values are compared in Figure 4. The development LGD was sorted in descending order and placed in deciles. The average out of time LGD vs. the average development LGD per decile is plotted. The development LGD values are lower than the out of time LGD values. The development samples reference period is the most recent 24 months and the out of times reference period is the preceding 24 months. The differences in strategies, customer behaviour and macro-economics are causing the LGD for these periods to be different. IFRS 9 LGD values are point in time in nature and movements in these curves over time are therefore anticipated. The point in time IFRS 9 LGD values will therefore be updated frequently to ensure that recent information is reflected in the LGD and ECL values. The movement between the development and out of time LGD values are therefore expected.

Figure 5 compares the estimated vs. the empirical IFRS 9 LGD values estimated over the development reference period as well as the estimated vs. the empirical IFRS 9 LGD values estimated over the out of time reference period. The estimated LGD was sorted in descending order and placed into deciles. The average estimated LGD vs. average empirical LGD per decile are plotted in Figure 5. Figure 5 shows that the estimated IFRS 9 LGD are close to the empirical IFRS 9 LGD values for both the development and out of time period and that the modelling methodology and adjustments made produce reasonable results.
Figure 3: Empirical and estimated IFRS 9 LGD by month on book

Figure 4: Development vs. out of time
4.2. Macro-economic model (ECM)

The values for $LGD_{c;i}$ are displayed in Figure 6. A time series of macro-economic variables was fitted to the LGD curve in Figure 6 as the target in the ECM. Stationarity- and co-integration tests were performed, followed by the results for the ECM.

The first step of the ECM was performed to determine whether all the time series were integrated of the same order. The ADF test was used to test for stationarity. The regression procedure in SAS was used to perform the ADF test. The t-values from the regression procedure were compared to the t-statistic with a confidence level of $0.01$. The t-statistic is equal to $-3.524233$ when a confidence level of $0.01$ is considered. The t-values for the macro-economic variables are given in column two of Table 1. Each of these t-values are greater than the t-statistic value of $-3.524233$. We fail to reject the null hypothesis and conclude that the macro-economic variables are non-stationary when no differencing is performed. The first difference was taken and the ADF test applied to test if the first difference is stationary. The t-values for the differenced macro-economic variables are in column three of Table 1 and are less than the value of the t-statistic, $-3.524233$. These variables are therefore stationary and integrated of order one.

The second step was performed to demonstrate that the time series are co-integrated. An OLS regression with $LGD_c$ as the target and the macro-economic variables as the independent variables was performed and the residuals stored. These residuals were then tested for stationarity by performing the ADF test. Column four of Table 1 contains the t-values for the errors. This ADF test showed that the error terms are stationary and conclude that $LGD_c$ and the macro-economic factors are co-integrated.

The ECM model was fitted with $\Delta LGD_{c;i}$ as the target. The independent variables were the first...
Figure 6: LGD by calendar month

Table 1: ADF test t-values

<table>
<thead>
<tr>
<th>Macro-economic variable</th>
<th>t-value - no differencing</th>
<th>t-value - first difference</th>
<th>t-value - error</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI</td>
<td>-1.74</td>
<td>-3.96</td>
<td>-4.29</td>
</tr>
<tr>
<td>DDHI</td>
<td>-2.23</td>
<td>-5.84</td>
<td>-5.78</td>
</tr>
<tr>
<td>debt affordability</td>
<td>-1.26</td>
<td>-5.75</td>
<td>-6.58</td>
</tr>
<tr>
<td>DSR</td>
<td>-1.22</td>
<td>-5.44</td>
<td>-3.97</td>
</tr>
<tr>
<td>GDP</td>
<td>-2.97</td>
<td>-4.24</td>
<td>-5.86</td>
</tr>
<tr>
<td>leading indicator</td>
<td>-0.44</td>
<td>-4.45</td>
<td>-5.48</td>
</tr>
<tr>
<td>liquidity spread</td>
<td>-0.72</td>
<td>-4.78</td>
<td>-4.51</td>
</tr>
<tr>
<td>M3 money supply</td>
<td>-0.71</td>
<td>-4.74</td>
<td>-4.85</td>
</tr>
<tr>
<td>NHPI</td>
<td>-1.92</td>
<td>-6.49</td>
<td>-4.82</td>
</tr>
<tr>
<td>prime interest rate</td>
<td>-1.87</td>
<td>-5.26</td>
<td>-5.36</td>
</tr>
<tr>
<td>rand dollar exchange rate</td>
<td>-2.32</td>
<td>-4.23</td>
<td>-4.34</td>
</tr>
<tr>
<td>RHPI</td>
<td>-0.93</td>
<td>-5.39</td>
<td>-5.51</td>
</tr>
</tbody>
</table>
difference of the macro-economic factors and the lagged error term from the previous regression. The macro-economic variables listed in Section 3.2 and their lags were considered for the long-term and short-term effect in the ECM. Lags 1 to 12 were taken for the first difference of each of the macro-economic factors and entered into a stepwise regression with an entry and exit significance level of 0.05.

The third step was to generate residuals done by regressing the LGD values on the macro-economic variables. The parameter estimates, lags and variance inflation factor for the variables are given in Table 2.

### Table 2: Results for the short-term portion of the ECM

<table>
<thead>
<tr>
<th>Parameter estimates</th>
<th>$\phi_0 = -0.32$</th>
<th>$\phi_1 = 0.41$</th>
<th>$\phi_2 = -0.51$</th>
<th>$\phi_3 = -0.33$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Intercept</td>
<td>GDP</td>
<td>DDHI</td>
<td>Prime</td>
</tr>
<tr>
<td>Lag used</td>
<td>-</td>
<td>Lag 3</td>
<td>Lag 8</td>
<td>Lag 7</td>
</tr>
<tr>
<td>VIF</td>
<td>2.44</td>
<td>1.02</td>
<td>2.42</td>
<td></td>
</tr>
</tbody>
</table>

The last step was to enter the lagged residuals from step three into a regression of the LGD differences on the macro-economic differences of the previous time period. The parameter estimates, lags and variance inflation factor for the variables are given in Table 3.

### Table 3: Results for the long-run portion of the ECM

<table>
<thead>
<tr>
<th>Parameter estimates</th>
<th>$\alpha_0 = 0$</th>
<th>$\alpha_1 = 0.04$</th>
<th>$\alpha_2 = -0.03$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Intercept</td>
<td>Leading indicator</td>
<td>Debt affordability</td>
</tr>
<tr>
<td>Lag used</td>
<td>-</td>
<td>Lag 1</td>
<td>Lag 5</td>
</tr>
<tr>
<td>VIF</td>
<td>1.37</td>
<td>1.59</td>
<td></td>
</tr>
</tbody>
</table>

### 4.3. Macro-economic scenarios

The fitted ECM model is applied to the forecasted covariates of the optimistic-, pessimistic- and base macro-economic scenarios. The covariates for these scenarios are $z_u^c$, $z_d^c$ and $z_b^c$ and the resulting LGD by calendar months are $LGD_u^c$, $LGD_d^c$ and $LGD_b^c$, respectively. These LGD values are displayed in Figure 7.

The values for $scalar_u$ and $scalar_d$ were calculated from the forecasted portions of the LGD values that are displayed in Figure 7. The LGD by month on book values for each of the three macro-economic scenarios were calculated as $LGD_{i,m}^u = LGD_{i,m} \times scalar_u$ and $LGD_{i,m}^d = LGD_{i,m} \times scalar_d$.

These LGD values together with a macro-economic adjusted PD and EAD were entered into the ECL formula to calculate an ECL value for each scenario. A marginal PD model using a frequentist approach was used, with similar macro-economic adjustment as in the LGD model. The same set of macro-economic variables are considered and forecasts are obtained from Moodys analytics.
EAD is estimated using the amortization schedule of each account with discounting. The probability of each scenario occurring are provided and are used to calculate a weighted ECL value. The percentage increase in the macro-economic adjusted IFRS LGD, percentage ECL increase and scenario weights for each of the macro-economic scenarios are given in Table 4. An LGD increase of 5.17% and a PD increase of 3.29% is observed for the pessimistic scenario. These increases result in an ECL increase of 4.39% for the pessimistic scenario. The LGD decreases by 4.03% and the PD decrease by 2.07% for the optimistic scenario, resulting in an ECL decrease of 3.27%. The GDP, Prime and Debt affordability macro-economic variables entered into the PD and LGD models.

**Table 4: Macro-economic adjusted IFRS 9 LGD values**

<table>
<thead>
<tr>
<th>% change in IFRS 9 LGD</th>
<th>Base scenario</th>
<th>Optimistic scenario</th>
<th>Pessimistic Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>% change in IFRS 9 PD</td>
<td>0%</td>
<td>-4.03%</td>
<td>5.17%</td>
</tr>
<tr>
<td>Probability of scenario occurring</td>
<td>40%</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>% change in ECL</td>
<td>0%</td>
<td>-3.27%</td>
<td>4.39%</td>
</tr>
</tbody>
</table>

The combined scenario weighted %ECL increase is 0.3%. A conclusion of this paper now follows.
5. Conclusion

Survival analysis is one of several methods used to predict loss given default (LGD) for Basel regulatory purposes. When using survival analysis to model LGD, one proposed methodology is the default weighted survival analysis (DWSA) method. This paper is aimed at adapting the DWSA method used to model the Basel LGD to estimate the LGD for IFRS 9 impairment requirements. This IFRS 9 LGD is used in the calculation of the ECL as per the IFRS 9 accord. The IFRS 9 LGD methodology that is described in this paper makes use of survival analysis to estimate the LGD. The Cox proportional hazards model allows for a baseline survival curve to be adjusted to produce survival curves for different segments of the portfolio. The DWSA methodology allows for over recoveries, default weighting and negative cashflows. The forward-looking LGD values are adjusted for macro-economic scenarios. An ECM model was used to predict a macro-economic model. An ECL is calculated for different macro-economic scenarios. These ECL values are probability weighted to produce a single ECL number.

The survival analysis methodology to produce the IFRS 9 LGD was validated and tested on a South African retail bank dataset for accuracy by comparing the empirical and estimated LGD by deciles. All the necessary stationarity and co-integrations tests were performed when fitting the ECM.

Future research could focus on the IFRS 9 probability of default (PD) component that is used to calculate the expected credit loss. Basel PD modelling methodologies could be adapted for IFRS 9. Survival analysis, machine learning and behavioural scorecard techniques can be considered to model the IFRS 9 PD.
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CONCLUSION

This chapter provides the concluding remarks on the thesis as a whole and suggests future research ideas.

1. Summary

This thesis focused on developing LGD models suitable for the Basel Accord and the IFRS 9 standard. LGD models were introduced to model the Basel LGD directly and indirectly for secured and unsecured portfolios, respectively. Furthermore, the Basel LGD was adjusted to model the IFRS 9 LGD.

Chapter 2 introduced improvements to the direct approach to modelling the LGD for unsecured retail portfolios. The modelling of LGD is brought into closer alignment with regulations by introducing the default weighted survival analysis (DWSA) method. The methodology was also adapted to allow for negative cashflows and for over recoveries that can occur in practice. The newly introduced technique improves on existing LGD modelling techniques.

Chapter 3 focused on the indirect approach to model LGD for a secured retail portfolio. The chapter specifically investigated whether the predictive power of the model could be improved if the traditionally used logistic regression was replaced by survival analysis in order to model the probability component. Survival analysis is well suited to model these components since it allows for censoring. By using censoring, incomplete accounts are modelled more accurately. Also, survival analysis allows for an outcome period that varies in length. This aids in the accuracy of the prediction of the three probability components (write-off, cure and incomplete).

In Chapter 4, the DWSA method was adapted to model the IFRS 9 LGD. A baseline survival curve was adjusted to produce survival curves for various segments according to the Cox proportional hazards model. Using the DWSA method, over recoveries and negative cashflows are allowed for. Macro-economic variables were modelled onto the LGD using an error correction model (ECM). The LGD estimates were then adjusted for different economic scenarios. In each scenario an ECL was calculated and these values were probability weighted to produce a single ECL value.
2. Key findings

The key findings of each chapter will now be discussed, followed by more general findings across all chapters.

2.1. Direct Basel LGD model development approach (Chapter 2)

The EWSA approach to make use of survival analysis to model LGD directly existed in literature (Witzany, Rychnovsky and Charamza, 2012), but certain adaptations were required to align this model to regulations. The Basel Accord stipulates that LGD values are required to be default weighted and not exposure weighted as was the case in the above-mentioned article. The survival analysis technique was adapted to cater for default weighting and the DWSA approach was introduced. Negative cashflows were excluded from the study by Witzany et al. (2012), but existed in the data of the unsecured retail credit product under question. The LGD model development methodology was adapted to cater for negative cashflows by developing two separate survival curves; one for positive cashflows and one for negative cashflows, and then combining them to produce a single LGD value. Another occurrence on the data of the unsecured product, that was not catered for in the article by Witzany et al. (2012), was that of over recoveries. Over recoveries occur when the sum of the discounted recovery stream exceeds the exposure at the default point. Traditional survival curves do not cater for this situation and an adaptation was made to allow for over recoveries into the calculation of LGD.

The MSE, bias and variance for the retail bank LGD and the simulated LGD are displayed in Figure 1 and Figure 2, respectively. The DWSA approach yielded the best results for both the retail bank LGD and the simulated LGD. The model resulted in the lowest MSE, lowest bias and the lowest variance for both the retail bank LGD and the simulated LGD.

The DWSA approach gave the best results when compared to other methodologies. In the next section, an indirect Basel LGD model development technique will be described.

In Chapter 2, the DWSA approach gave the best results when compared to other methodologies and allows for the following enhancements:

- Default weighting of the Basel LGD estimate
- The inclusion of negative cashflows into the modelling approach
- Catering for over recovery

2.2. Indirect Basel LGD model development approach (Chapter 3)

The indirect LGD model consists of two components; the loss severity component and the probability component. The loss severity components were calculated as was done by Leow and Mues (2012). Survival analysis was used to model the probability of cure, probability of write-off and probability of remaining incomplete since logistic regression only allows the modelling of one probability (the probability of write-off and not write-off). A benefit when using survival analysis (rather than logistic regression) is the inclusion of incomplete accounts by using censoring. The importance
Figure 1: Retail bank dataset results for direct modelling approaches
Figure 2: Simulation study results for direct modelling approaches
of including incomplete information was known to the author due to industry experience. This inclusion will cause the Basel LGD to be more accurate. The challenge of introducing incomplete accounts were two-fold. Firstly, the nature of incomplete accounts is such that they only have information up to a certain point and no further information after that point, therefore an appropriate technique is required to deal with these accounts. Secondly, the target will not be binary anymore and the use of a binary logistic regression will become imperfect. Survival analysis naturally lends itself to solving the first challenge; incomplete accounts are censored when no further information is available and these accounts are correctly accounted for in the estimation of LGD. The second challenge was solved by introducing the cumulative incidence function into this competing risk environment.

The MSE, bias and variance for the retail bank LGD and the simulated LGD are displayed in Figure 3 and Figure 4, respectively. The survival analysis approach resulted in the lowest MSE, lowest bias and the lowest variance on both the retail bank and the simulated data compared to the logistic regression approach.

![Figure 3: Retail data MSE, variance and bias](image)

The corresponding values are given in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Variance</th>
<th>MSE</th>
<th>Bias</th>
<th>Variance</th>
<th>MSE</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survival</td>
<td>0.008</td>
<td>0.009</td>
<td>-0.037</td>
<td>0.006</td>
<td>0.012</td>
<td>0.077</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.162</td>
<td>0.163</td>
<td>-0.082</td>
<td>0.018</td>
<td>0.019</td>
<td>-0.031</td>
</tr>
</tbody>
</table>

**Table 1: Retail data**
The corresponding values are given in Table 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Vehicle and Asset finance</th>
<th>Home loans portfolio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variance</td>
<td>MSE</td>
</tr>
<tr>
<td>Survival</td>
<td>0.045</td>
<td>0.046</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.044</td>
<td>0.061</td>
</tr>
</tbody>
</table>

**Table 2: Simulated data**

Survival analysis gave a better result than when logistic regression was used to model the probability component. The DWSA approach was used in Chapter 2 to model the Basel LGD and will be adopted in the next section to model the IFRS 9 LGD.

In Chapter 3, survival analysis gave a better result than when logistic regression was used to model the probability component. There are four primary enhancements by substituting logistic regression with survival analysis. Firstly, survival analysis includes incomplete accounts in the model via censoring. Secondly, the information content of the model is improved by including survival time. The third improvement to the model gained by including survival analysis is that a time-varying outcome window instead of a fixed outcome window is achieved. This aligns the model to reality. The fourth benefit is that model accuracy is improved by including more than two outcomes in the target variable of the probability component.

### 2.3. IFRS 9 LGD model development approach (Chapter 4)

The Basel and IFRS 9 LGD are based on the same principles (for IFRS 9 Stage 1 the same loss distribution is used as Basel) and it is therefore natural to adopt the Basel LGD to model the IFRS 9 LGD. The DWSA approach was used in Chapter 2 to model the Basel LGD and adapted in Chapter 5.
4 to model the IFRS 9 LGD. The IFRS 9 LGD was segmented by month on book and the LGD was calculated for each month on book by applying the DWSA approach. The forward-looking LGD for an account at a specific point in time can be read off an LGD by month on book table. The IFRS 9 standard further required the forward-looking IFRS LGD to be adjusted for various macro-economic scenarios. Macro-economic variables were regressed onto a time series of LGD by calendar month in the form of an ECM model. An optimistic, pessimistic and base scenario were entered into the fitted ECM model. These scenarios were expressed in terms of the macro-economic variables in the fitted ECM model. A time series of LGD by calendar month was used to calculate the average estimate future LGD for each scenario. The ratio of the optimistic and pessimistic scenarios was taken to the base scenario, respectively. These two ratios were applied to the base LGD by month on book curve to produce an optimistic and pessimistic LGD by month on book curve.

![Figure 5: Accuracy graph](image)

Figure 5 shows that the estimated IFRS 9 LGD follow the empirical IFRS 9 LGD closely on both the development and out of time datasets. The 45 degree red line indicates where the estimated IFRS 9 LGD is equal to the empirical IFRS 9 LGD.

The LGD by month on book values for each of the three macro-economic scenarios were calculated. PD and EAD were adjusted with macro-economic variables, alongside the above-mentioned LGD values and were included in the ECL formula to calculate the ECL for each scenario. The weighted ECL value was derived by weighting each outcome by its probability of occurring. Table 3 sets out the percentage increase in the IFRS 9 LGD that is macro-economically adjusted, the percentage increase in ECL and the weightings per scenario. An LGD increase of 5.17% and a PD increase of 3.29% is observed for the pessimistic scenario. These increases results in an ECL increase of 4.39% for the pessimistic scenario. The LGD decreases by 4.03% and the PD decrease by 2.07% for the optimistic scenario, resulting in an ECL decrease of 3.27%.
Table 3: Macro-economic adjusted IFRS 9 LGD values

<table>
<thead>
<tr>
<th></th>
<th>Base scenario</th>
<th>Optimistic scenario</th>
<th>Pessimistic Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>% change in IFRS 9 LGD</td>
<td>0%</td>
<td>-4.03%</td>
<td>5.17%</td>
</tr>
<tr>
<td>% change in IFRS 9 PD</td>
<td>0%</td>
<td>-2.07%</td>
<td>3.29%</td>
</tr>
<tr>
<td>Probability of scenario occurring</td>
<td>40%</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>% change in ECL</td>
<td>0%</td>
<td>-3.27%</td>
<td>4.39%</td>
</tr>
</tbody>
</table>

The IFRS 9 LGD for impairment requirements was modelled in Chapter 4. The IFRS 9 LGD was adapted from the DWSA methodology, which allows for over recoveries, default weighting and negative cashflows. This IFRS 9 LGD was used in the calculation of the ECL as per the IFRS 9 Accord and the forward-looking LGD values were adjusted for macro-economic scenarios. An ECL was calculated for different macro-economic scenarios and the ECL values were probability weighted to produce a single ECL.

A summary the Cox proportional hazards models, that is used in Chapters 2 to 4, is given in the next section.

2.4. Cox proportional hazards models (Chapters 2 to 4)

The Cox proportional hazards model was used in the development of the direct Basel LGD, indirect Basel LGD and the IFRS 9 LGD model. The Cox proportional hazards model allows for covariates into the model when fitting survival curves. This is advantageous in the sense that a population does not have to be separated into various segments upfront and a model fitted to each segment; a base curve for a segment is calculated and the model adjusted this base curve to be representative of the other segments. Up from segmentation can be greatly reduced, with the possible value that segmentation might add remaining. A stepwise regression is used to select the variables into the Cox proportional hazards model. The combination of the attributes of these variables can be seen as the segmentation scheme used in the model. The stepwise regression makes use of statistical testing to select variables and the segmentation scheme is therefore selected in a statistical manner. Although statistical testing is considered when upfront segmentation is used, human bias may occur when deciding on upfront segments. Another important fact to note is that the attributes for each segment are grouped in such a way that the hazard rate makes logical sense and that the hazard rate separates well between attributes. This ensures good separation for segments. The Basel Accord requires pooled estimates to be used and this approach will assess the pooling of accounts into segments.

3. Future research

The topic of discussion in this thesis was mainly the LGD component for both Basel and IFRS 9. Literature exists for the Basel PD component, but is lacking for the IFRS 9 PD. The reason for this is the recent change from IAS 39 to IFRS 9. As with the LGD component, the Basel PD modelling methodologies could be adapted for IFRS 9; reason being that these components come from the same
distribution (for stage 1). Survival analysis, machine learning and behavioural scorecard techniques can be considered to model the IFRS 9 PD. The PD model used in Chapter 4 follows a frequentist approach (i.e. empirical PD) to estimate the IFRS 9 PD. This approach can be used to benchmark other PD techniques.

According to the IFRS 9 standard, accounts that have significantly increased in credit risk (SICR) since origination should be placed into Stage 2. The assumption is that all banks store their account origination information and will be able to compare the current performance of an account against origination information. Not all banks have the appropriate origination information stored away, and research can be conducted to produce an approach that can be used to identify accounts that have significantly increase in credit risk since origination, given the constraint of lacking origination data.

In addition, the generalized additive proportional hazard model (Hastie and Tibshirani, 1990, pp. 211–218) may be used as an alternative to the proportional hazards model in the DWSA model. The additive model will allow for nonlinear covariate effects. Additional topics of further research can be to use B splines (Ohlsson and Johansson, 2010, pp. 106–108) as the smoothing function for each of the covariates fitted in the DWSA model.

Basel suggests an ASRF model for calculating RWA, but does not limit banks to make use of this framework. Further research can be conducted where other models are considered to calculate RWA.
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