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PREFACE

This dissertation is presented in article format. The chapters in this dissertation are as follows:

Chapter 1 presents a comprehensive background of the study, outlining the research aims and objectives, as well as the research methods employed.

Chapter 2 is the literature review which focuses on pharmacoepidemiology as a field of study and its various measures; the study designs, sources of data and research methods employed in pharmacoepidemiological studies.

Chapter 3 presents the results and discussions of the empirical study presented in the form of two manuscripts, prepared for submission to the following journals for publication:

(i) *Journal of clinical pharmacy and therapeutics*

(ii) *Journal of pharmacoepidemiology and drug safety*

Chapter 4 contains the conclusions of the study, along with recommendations for future investigations and the limitations.

The references and annexures are presented at the end of the dissertation.

The manuscripts were written and referenced according to the specified journal author guidelines. The Harvard style, the required referencing format by the North-West University, was employed for compiling the complete reference list for this dissertation.

The manuscripts in this dissertation were written under the direction and with the approval of the supervisor and co-supervisors, who also acted as co-authors. The contributions of each author are summarised in Chapter 3.
ABSTRACT

Title: Research methods for conducting pharmacoepidemiological studies using medicines claims data.

This study aimed to evaluate the appropriate use of various research methods in pharmacoepidemiological studies using a South African medicines claims database. A literature review was carried out to conceptualise pharmacoepidemiology and the study designs, data sources as well as methods employed in performing pharmacoepidemiological studies. The empirical investigation utilised a quantitative, cross-sectional approach. Medicines claims data covering the period between January 2006 and December 2015 were supplied by a privately-owned Pharmaceutical Benefit Management company (PBM) for analyses in this study. The objectives of the empirical study were to:

(i) Determine the time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes mellitus using survival analysis.

(ii) Compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa.

Survival analysis and methods for the determination of adherence were the methods assessed in this study.

Manuscript 1 presented the results of a survival analysis conducted to determine the time to onset of treatment of hyperlipidaemia and hypertension among diabetes patients using a South African medicines claims database. Patients with ICD-10 codes I10, I11, I12, I13, I15, O10 and O11 for hypertension and E78.5 for hyperlipidaemia, who were receiving medications for these conditions according to the National Pharmaceutical Product Index (NAPPI) codes provided by the Monthly Index of Medical Specialities (MIMS), were selected among patients with ICD-10 code E11 for diabetes in conjunction with the NAPPI codes for antidiabetic medications for this study. Retrospective data of patients continuously enrolled with a Pharmaceutical Benefit Management company in South Africa from 1st January 2008 to 31st December 2016 (N = 494) were analysed and the Kaplan-Meier approach was used to compare the survival experience of subjects who developed hypertension and hyperlipidaemia. The mean age of the population was 53.5 ± 11.4 years, with 34.8% (N = 494) being females. Prevalence of hyperlipidaemia and hypertension among diabetic patients were 35.0% and 45.6%, respectively. The mean time to onset of treatment of hyperlipidaemia was 2684.4 ± 42.2 days compared to 2434.2 ± 47.6 days for hypertension. There was no statistically significant difference in age and sex among subjects who...
developed either of these conditions during the study. This study showed that survival analysis can successfully be conducted using secondary data, provided data fields are accurately documented.

Manuscript 2 reported the findings of the investigation into the methods for the determination of adherence. Six different measures of adherence were compared to the medication possession ratio (MPR), as the reference adherence measure, by analysing claims made for montelukast. Data of patients continuously enrolled with a South African PBM from 1st January 2006 to 31st December 2015 were obtained and analysed to determine the adherence to montelukast. Patients with ICD-10 code J45 for asthma who made at least two consecutive claims for montelukast based on the NAPPI code 10.4.2 were selected and included in this study. Of the total of 9 141 patients with a median age of 13.3 (5.2 – 49.2) years, 52.8% (n = 4 825) were females. These women were significantly older than their male counterparts (p < 0.0001; Cohen’s d = 0.5). Compared to the MPR, continuous multiple interval measures of oversupply (CMOS) and compliance ratio (CR) were found to be equivalent, each producing an adherence value of 86.0%. Higher adherence values of 96.9%, 117.2% and 129.0% were produced by the modified medication possession ratio (MPRm), refill compliance rate (RCR) and mean continuous single interval measure of medication acquisition (CSA), respectively, whereas the proportion of days covered (PDC) capped at 1 yielded a lower adherence value of 76.0%. This study showed that compared to the measures that used the difference between claims dates as denominator, those that had the entire investigation period as the denominator produced consistent results.

From the study, it can be concluded that medicines claims data are vital in in pharmacoepidemiological studies since they provide large and readily available data over a wide period for research. Research methods, such as measures for determining adherence and survival analysis can be effectively conducted using medicines claims data when all relevant data fields are accurately recorded. In carrying out research using medicines claims data, availability of specific parent and medication information determines the methods to be used and the extent of data analysis and interpretation.

**Keywords:** pharmacoepidemiology, research methods, measures for adherence, time to onset of treatment, survival analysis, medicines claims data, South Africa.
## LIST OF ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADE</td>
<td>Adverse drug event</td>
</tr>
<tr>
<td>ADR</td>
<td>Adverse drug reaction</td>
</tr>
<tr>
<td>ANOVA</td>
<td>Analysis of variance</td>
</tr>
<tr>
<td>CDC</td>
<td>Centers for Disease Control and Prevention</td>
</tr>
<tr>
<td>CMG</td>
<td>Continuous measure of medication gaps</td>
</tr>
<tr>
<td>CMOS</td>
<td>Continuous multiple interval measure of oversupply</td>
</tr>
<tr>
<td>CMS</td>
<td>Council for Medical Schemes</td>
</tr>
<tr>
<td>CR</td>
<td>Compliance ratio</td>
</tr>
<tr>
<td>CSA</td>
<td>Continuous single interval measure of medication acquisition</td>
</tr>
<tr>
<td>EMA</td>
<td>European Medicines Agency and Heads of Medicines Agency</td>
</tr>
<tr>
<td>ENCePP</td>
<td>European Network of Centres for Pharmacoepidemiology and Pharmacovigilance</td>
</tr>
<tr>
<td>ICD-10</td>
<td>International Statistical Classification of Diseases and Related Health Problems 10th Revision</td>
</tr>
<tr>
<td>MIMS</td>
<td>Monthly Index of Medical Specialities</td>
</tr>
<tr>
<td>MPR</td>
<td>Medicine possession ratio</td>
</tr>
<tr>
<td>MPRm</td>
<td>Medication possession ratio, modified</td>
</tr>
<tr>
<td>MUSA</td>
<td>Medicines Usage in South Africa</td>
</tr>
<tr>
<td>NAPPI</td>
<td>National Pharmaceutical Product Index</td>
</tr>
<tr>
<td>NCC MERP</td>
<td>National Coordinating Council for Medication Error Reporting and Prevention</td>
</tr>
<tr>
<td>NWU</td>
<td>North-West University</td>
</tr>
<tr>
<td>PBM</td>
<td>Pharmaceutical benefit management</td>
</tr>
<tr>
<td>PEM</td>
<td>Prescription events monitoring</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>PDC</td>
<td>Proportion of days covered</td>
</tr>
<tr>
<td>RCR</td>
<td>Refill compliance rate</td>
</tr>
<tr>
<td>RCT</td>
<td>Randomised controlled trial</td>
</tr>
<tr>
<td>SA</td>
<td>South Africa</td>
</tr>
<tr>
<td>SAS</td>
<td>Statistical Analysis System®</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
<tr>
<td><strong>LIST OF DEFINITIONS</strong></td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Asthma</strong></td>
<td>Asthma is a long-term inflammatory condition of the airways, which causes obstruction of the airways and is associated with recurrent wheezing, coughing, breathlessness and chest tightness (Wells <em>et al.</em>, 2015:821).</td>
</tr>
<tr>
<td><strong>Bias</strong></td>
<td>Bias is defined as the absence of internal validity or inaccurate estimation of the relationship between an exposure and an event in a specified population resulting in a variable that is equal to its true value (Delgado-Rodríguez &amp; Llorca, 2004:635).</td>
</tr>
<tr>
<td><strong>Confounding</strong></td>
<td>Confounding occurs when an extraneous variable affects those being examined resulting in an altered relationship between the variables under study (Pourhoseingholi <em>et al.</em>, 2012:79).</td>
</tr>
<tr>
<td><strong>Confounding by indication</strong></td>
<td>Confounding by indication occurs when the indication for which a medication being studied has been prescribed, is also a determinant of the outcome being investigated (Garbe &amp; Suissa, 2014:1905).</td>
</tr>
<tr>
<td><strong>Evidence-based medicine</strong></td>
<td>Evidence-based medicine is the approach to practice that integrates clinical expertise, values of patients and the best available research information in making decisions that are related to healthcare of individual patients (Masic <em>et al.</em>, 2008:219).</td>
</tr>
<tr>
<td><strong>Hyperlipidaemia</strong></td>
<td>Hyperlipidaemia is defined as increased levels of triglycerides (Malloy &amp; Kane, 2012:619).</td>
</tr>
<tr>
<td><strong>Hypertension</strong></td>
<td>Hypertension is defined as “a persistently raised arterial blood pressure” (Wells <em>et al.</em>, 2015:87).</td>
</tr>
<tr>
<td><strong>Odds ratio</strong></td>
<td>The odds ratio measures the relationship between an outcome and an exposure, representing the chance that an event will take place in the presence of a specific exposure compared to the chance that the same event will occur when the exposure is absent (Szumilas, 2010:227).</td>
</tr>
<tr>
<td><strong>Protopathic bias</strong></td>
<td>Protopathic bias is the bias that occurs when a medication is initiated in response to the initial symptoms of a disease which is undiagnosed at the point the medication is given (Faillie, 2015:779).</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Quality-adjusted life</td>
<td>Quality-adjusted life years refers to a standardised burden-of-illness measure which incorporates survival and health-related quality of life as a single statistic and is used in cost-effectiveness analyses as a guide for decision-making regarding the distribution of healthcare resources among competing programmes for a given population (Howren, 2013:104).</td>
</tr>
<tr>
<td>years (QALYs)</td>
<td></td>
</tr>
<tr>
<td>Regression to the mean</td>
<td>Regression to the mean is a statistical phenomenon that arises as a result of study subjects being selected for extreme values of characteristics that vary over time (Hughes et al., 2015:439).</td>
</tr>
<tr>
<td>Selection bias</td>
<td>Selection bias is bias arising from the selective recruitment of subjects that do not entirely represent the outcome or exposure in the population into a study (ENCePP, 2017:22).</td>
</tr>
<tr>
<td>Simpson’s paradox</td>
<td>Simpson’s paradox is “a phenomenon whereby the association between a pair of variables (X; Y) reverses sign upon conditioning of a third variable, Z, regardless of the value taken by Z” (Pearl, 2013:1).</td>
</tr>
<tr>
<td>Type 2 diabetes mellitus</td>
<td>Type 2 diabetes mellitus is a condition which presents with resistance of tissues to insulin activity and a relative insulin deficiency (Kennedy, 2012:744).</td>
</tr>
</tbody>
</table>
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CHAPTER 1: INTRODUCTION

1.1 Background and problem statement

Pharmacoepidemiology consists of two words, “pharmaco”, reflecting an aspect of clinical pharmacology and “epidemiology”, which addresses the study of health states among populations (Thaker et al., 2015:53). It is, therefore, a study that comprehensively covers aspects of both epidemiology and clinical pharmacology. Strom (2013a:3) defines pharmacoepidemiology as “the study of the use and the effects of drugs in a large number of people”. The World Health Organization (WHO, 2003:8) added that the purpose of pharmacoepidemiology is to support cost-effective and rational drug use in a populace to improve health outcomes. Thus, the field of pharmacoepidemiology is vital to health research and practice.

Pharmacoepidemiological studies are beneficial for regulatory, marketing, legal and clinical purposes (Strom, 2013b:56; Thaker et al., 2015:57). In regulatory settings, pharmacoepidemiological studies provide a framework for post-marketing studies before drug approval (Strom, 2013b:57) and also serves as ‘legal prophylaxis’ for future drug liability suits (Thaker et al., 2015:56; Strom, 2013b:57). There is little information about a drug in a population at the initial stages of marketing, creating the need to answer certain clinical questions which are addressed by pharmacoepidemiological studies. These studies can determine other uses of a drug which were not identified during randomised controlled trials (Fautrel, 2004:175; Strom, 2013b:57). An outcome, such as adverse effects of a drug, is a major consequence of drug use in a population; the quantifying of which pharmacoepidemiological studies offer valuable contributions to, along with testing clinical hypotheses to improve knowledge in the medical field (Berlin et al., 2008:1368; Strom, 2013b:58).

Pharmacoepidemiological studies can be divided into two main fields (Eggen & Straand, 2001:3). Firstly, there is the focus on public health impacts of drug use, variations and patterns in drug use, as well as hypotheses generation in exploring these variations. Secondly, these studies address follow-up studies such as adverse drug events (ADEs), side-effects and post-marketing research that investigate long-term of drug effects in a population setting (Eggen & Straand, 2001:3). Basic epidemiological measures are employed in exploring drug use in a given population and determining measures of clinical frequency such as incidence and prevalence of diseases (Fletcher & Fletcher, 2005:60). In the determination of incidence of drug effects, drug utilisation patterns, adherence profiles, the economic implications of drug use and the association between medication use and outcomes, pharmacoepidemiological studies are of significant importance (Strom, 2013a:9).
Bonita et al. (2006:18) define incidence as “*the rate of occurrence of new cases arising in a given period in a specified population*”. Suruki and Chan (2008:220) add that this population should be at risk for developing the disease. This measure of disease frequency is relevant in identifying the population at risk of developing a disease and the rate or intensity at which the disease occurs (Suruki & Chan, 2008:222). Prevalence, on the other hand, is viewed as the frequency of occurrence of an existing case at a specified time in a given population (Bonita et al., 2006:18). This measure is useful for drug utilisation studies and in making decisions related to resource allocation (Suruki & Chan, 2008:225).

The WHO (2003:9) defined drug utilisation research as “*the marketing, distribution, prescription, and use of drugs in a society, with special emphasis on the resulting medical, social and economic consequences*”. Wettermark et al. (2008:159) further described drug utilisation research as “*an eclectic collection of descriptive and analytical methods for the quantification, the understanding and the evaluation of the processes of prescribing, dispensing and consumption of medicines and the testing of interventions to enhance the quality of these processes*”. The principles of pharmacoepidemiology are applied in drug utilisation studies to give insight into the patterns, quality, determinants and outcomes of drug use (WHO, 2003:9).

Adherence to medication is vital to reaching clinical goals and for this reason, knowledge on the extent of a patient’s adherence to a treatment protocol is important to both researchers and clinicians (Lam & Fresco, 2015:1). The adherence project of the WHO in 2003 adopted the definition of adherence as “*the extent to which a person’s behaviour - taking medication, following a diet and/or executing lifestyle changes, corresponds with agreed recommendations from a healthcare provider*”. Adherence is thought to be an umbrella term of three constructs: initiation or acceptance, compliance and persistence (Urquhart, 2001:473-474). Grégoire and Moisan (2016:369-370) further explain initiation as primary adherence whereby the patient accepts treatment; compliance as the implementation phase within which a patient takes the recommended number of doses and follows the recommended treatment schedule; and persistence or continuation as the capability of a patient to maintain the treatment for the prescribed duration. Together, these three constructs of adherence are important factors that determine the success of any therapy.

The rising cost of medical care is a growing source of concern because differences in the effectiveness of a pharmaceutical product compared to its cost are important in differentiating one product from another just as differences in efficacy and safety are (Schulman et al., 2013:280). Pharmacoepidemiology has a significant role in evaluating the cost-effectiveness of medications, as analysis of the total cost of a medical intervention and its benefits depends on pharmacoepidemiological techniques that are related to costs (Tanaka et al., 2015:3). Decision-
makers can have access to better information and use limited resources available for public health more effectively when pharmacoepidemiological studies, merged with economic aspects, are applied (Schulman et al., 2013:290).

Medication use outcomes comprise the safety with which medications are used and the extent to which the therapeutic goal for the medication is achieved (Osheroff, 2009:11). Examples of these outcomes are medication errors and preventable ADEs. The National Coordinating Council for Medication Error Reporting and Prevention (NCC MERP, 2017) defines a medication error as "any preventable event that may cause or lead to inappropriate medication use or patient harm while the medication is in the control of the health care professional, patient, or consumer. Such events may be related to professional practice, health care products, procedures, and systems, including prescribing, order communication, product labelling, packaging, and nomenclature, compounding, dispensing, distribution, administration, education, monitoring, and use". According to Aronson (2009:514) medication errors can occur when choosing a medication, writing a prescription, dispensing a formulation, administering or taking a drug.

An adverse drug reaction (ADR) may be defined as “an unwanted, undesirable effect of a medication that occurs during usual clinical use” (Schatz & Weber, 2015:5). Adverse drug reactions may significantly impact practice in both clinical and economic terms because of their high frequency of occurrence and potentially serious consequences (Sultana et al., 2013:73). Several pharmacoepidemiological strategies such as direct reporting and root cause analysis are applied for identifying and minimizing the occurrence of medication errors and adverse drug events (Gurtwitz & Field, 2008:655). Sequence symmetry analysis is also employed in identifying ADRs. This technique assesses association by examining prescribing or hospitalisation data for symmetry in sequence of dispensed medications and signals of adverse events within a given time frame (Wahab, Pratt, Wiese, et al., 2013:496).

Random clinical trials, an example of experimental studies, are the gold standard for epidemiological studies. However, they are expensive in terms of financing and time and often do not mimic practice settings (Waning & Montagne, 2001:64). Observational studies are more practical for evaluating the effects of an intervention or therapy in a given population. These studies have an advantage of being less expensive, easier to conduct and present less ethical concerns (Silverberg, 2015:722). Observational studies may be descriptive, leading to hypothesis generation, or analytical for hypothesis testing (DiPietro, 2010:976). Cohorts, case-controls, cross-sectional studies, case series and case reports are examples of observational study designs employed in pharmacoepidemiology.
Applications of observational studies have led to a greater appreciation of the methodological complexities in conducting research of drug effects and far-reaching consequences of imperfect methods. There have been discrepancies in results of observational studies which may be due to imperfections in the study design and statistical analyses (Suissa, 2009:4). Observational studies may lead to uncertainty about the characteristics of the drug or outcome of study and require further studies for a more reliable conclusion to be drawn (Strom, 2013a:27).

An important aspect of a research approach is the identification of an appropriate source of data. Pharmacoepidemiological investigations may utilise primary data which are collected forward in time for the purpose of the study or administrative data that were already collected for some other purpose (European Network of Centres for Pharmacoepidemiology and Pharmacovigilance (ENCePP), 2017:8). Primary data sources such as active surveillance, intensive monitoring schemes, surveys, prescription event monitoring and clinical trials have important roles in pharmacoepidemiology (European Medicines Agency and Heads of Medicines Agency (EMA), 2011:22). Data from primary sources have been used to evaluate disease-drug associations for rare complex conditions that require intensive assessments by clinical experts (ENCePP, 2017:8). The case-control study conducted by Roujeau et al. (1995:1600) to measure the associated risks with the use of specific drugs is an example of a study that makes use of primary data to assess such relationships. Primary data sources, however, have limitations. There are ethical concerns regarding the privacy and confidentiality of study subjects. Primary data collection may also be costly and time-consuming (Harpe, 2009:139). Underreporting, inaccuracy of information submitted, biases and difficulty in estimating exposure in a population may also limit the use of primary sources of data (Pan et al., 2013:113).

Administrative data for pharmacoepidemiological studies may be obtained from databases. Generally, two types of databases are available for pharmacoepidemiological studies, i.e. databases that contain in-depth medical information and those mainly created for administrative purposes. The former usually includes prescriptions, diagnosis and discharge reports, whereas the latter requires a record-linkage between pharmacy claims and medical claims databases (EMA, 2011:26).

In addition to an ideal database's ability to cover a population large enough to discover infrequent outcomes and have in its formulary, the drug under study prescribed in sufficient quantities, it must also contain records from emergency, outpatient, inpatient and mental care; as well as all radiological and laboratory investigations, prescribed and over-the-counter medicines (Strom, 2013c:118). The International Society for Pharmacoepidemiology-approved Guidelines for Good Database Selection and use in pharmacoepidemiology (Hall et al., 2011:1-10) is a well-structured
guideline that is aimed at helping investigators identify and select appropriate databases for studies.

The Council for Medical Schemes (CMS) named hypertension, hyperlipidaemia, type 2 diabetes mellitus and asthma among the most prevalent chronic disease list (CDL) conditions affecting beneficiaries of medical aid schemes in South Africa between 2010 and 2015 (CMS, 2017:6). The global report of the WHO (2016:6) reported a 3.8% rise in global diabetes prevalence from 1980 to 2014 and 1.5 million deaths caused by diabetes mellitus in 2012. The prevalence of type 2 diabetes mellitus rose from 20.29 per 1000 to 31.21 per 1000 among beneficiaries of medical schemes between 2010 and 2015 (CMS, 2017:8). Along with its complications, diabetes mellitus has significant socio-economic effects on patients, care givers, healthcare facilities and society as a whole (Simpson et al., 2003:1661). Hypertension and hyperlipidaemia are among the costliest complications of diabetes with regards to patient suffering and healthcare expenditure (Sowers et al., 2001:1053). Hypertension is a significant risk factor for other morbidities such as heart failure, stroke, myocardial infarction, and renal failure and a challenge to public health (Ong et al., 2007:69). According to Wong et al. (2006:204), hypertension and hypercholesterolemia usually co-exist and can cause “dyslipidaemic hypertension”, which significantly increases the cardiovascular risks of patients. An analysis of the relationship between these conditions is thus vital for their management. Masoli et al. (2004:470) noted an increase in asthma prevalence in both adult and children populations. This is possibly attributed to a possible increase in atopic sensitisation, the adoption of western lifestyles as well as urbanisation. Uncontrolled or poorly controlled asthma can result in severe limitations on quality of life and can be fatal (Bateman et al., 2008:143). Maintaining adherence to therapy contributes significantly to good outcomes in the management of asthma, reducing morbidity and mortality and saving costs as well (Gillisen, 2007:205). With its significant prevalence in South Africa coupled with the value that adherence provides to its therapy, asthma is an essential condition for which adherence must be investigated.

Medical aid schemes or their contracted administrators collect data on the provision of healthcare services to their beneficiaries (Gray et al., 2016:37). These data are patient-specific and are among the most accurate data sources used for pharmacoepidemiological studies (Lighter, 2004:98). Pharmacoepidemiology provides insight into patterns, quality, determinants and outcomes of medicines use. This insight informs decision-making regarding the use of medicines, which account for a high proportion of healthcare expenditure (Sjöqvist & Birkett, 2004:77).

Databases are employed in pharmacoepidemiological investigations because they provide a large sample size for research, increased methodological flexibility and are relatively inexpensive to use (Harpe, 2009:139; Hess et al., 2006:1281). It provides extensive longitudinal data, regular
data collection and minimal observer bias (Yasmina et al., 2014:601). Databases offer protection from privacy and confidentiality issues associated with direct contact with subjects. Database studies have been applied in drug utilisation research, studies of physician prescribing, beneficial drug effects, adverse events and health policy research and potentially increase generalisability by examining drug use under real-life situations (Harpe, 2009:139).

There are, however, concerns with the adequacy of study designs, timeframe available for study from databases, relevance of the population used and specificity of clinical outcome assessment which threaten the validity of research findings from database studies limiting the usefulness of studies and their subsequent adoption into policy and practice (Berger et al., 2009:1045). Accuracy of an association in a study depends on the accuracy of the study design used. The presence of random errors, biases and confounders weaken the strength of association in a study and subsequently renders its findings inaccurate or unreliable (Strom, 2013a:18). An appropriate research design and the application of relevant analyses will be of significance in addressing these concerns and will improve understanding and relevance of study findings (Berger et al., 2009:1045).

Several studies have evaluated the study designs used in pharmacoepidemiological studies (Grzeskowiak et al., 2012; Hallas & Pottegård, 2014; Lu, 2009:691). There are, however, limited publications that illustrate the appropriate application of the different methodologies to pharmacoepidemiological studies using a medicine claims database specific to the South African healthcare environment. Increased appreciation of what needs to be considered in designing, analysing and interpreting data from pharmacoepidemiological studies will make researchers better placed to design and implement such studies. This improved insight will also make researchers better resourced to make recommendations based on findings from these studies (DiPietro, 2010:975). This research therefore sought to illustrate the appropriate use of various methodologies for conducting longitudinal pharmacoepidemiological studies using data from a medicines claims database. The research addressed the following research questions:

- What are the study designs available for pharmacoepidemiological research?
- What are the advantages, disadvantages and limitations of each study design in the context in which it is used in pharmacoepidemiological studies?
- What research methodologies can be applied in pharmacoepidemiology using medicines claims databases?
1.2 Research aims and objectives

The following sections address the aims and objectives of the study.

1.2.1 Research aims

The study aimed to evaluate the appropriate use of various research methods in pharmacoepidemiological studies using a South African medicines claims database. The study consisted of a literature review and an empirical study.

1.2.2 Specific research objectives

The specific objectives of the literature review were to:

(i) Conceptualise pharmacoepidemiology; its uses and relevance.
(ii) Conceptualise various study designs; their advantages and disadvantages as well as the statistical analyses applicable to them.
(iii) Conceptualise databases used in pharmacoepidemiological studies.
(iv) Determine, from literature, the application of various research methods in pharmacoepidemiological studies.

The specific objectives of the empirical study were to:

(i) Determine the time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes mellitus using survival analysis.
(ii) Compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa.

1.3 Research methodology

The subsequent paragraphs focus on the literature review and empirical investigation that were carried out to address the objectives of the study.

1.3.1 Literature review

Literature from books and works published in reliable sources such as GoogleScholar®, PubMed®, Scopus®, ScienceDirect® and EBSCOhost® which addressed the outlined objectives and gave more insight into the research, were reviewed. The search for literature involved the combination of key terms such as ‘pharmacoepidemiology’, ‘medicines claims databases’, ‘study designs’,
‘research methods’, ‘adherence’, ‘non-adherence’, ‘partial-adherence’, ‘survival analysis’, ‘time-to-event’, ‘disease risk factors’ and ‘South Africa’. English was the preferred language for the literature search and findings from 2000-2018 were identified as relevant references.

1.3.2 Empirical investigation

The following paragraphs focus on study setting, design, population, variables and methods of data analysis that were used to attain outlined objectives of the empirical investigation.

1.3.3 Study design

The research followed a quantitative, cross-sectional study design. According to Maree and Pietersen (2016:162), "quantitative research is a process that is systematic and objective in its ways of using numerical data from only a selected subgroup of a universe (or population) to generalise the findings to the universe that is being studied". In quantitative studies, a researcher uses numerical data to assess the link between variables, look for probable cause and effect and to answer research questions (Ivankova et al., 2016:307). Waning and Montagne (2001:45) describe observational studies as the approaches that have the advantage of identifying, studying and measuring variables devoid of human interventions. Cross-sectional studies, also known as prevalence studies, involve measuring both exposure and outcomes in a group of people at a specified time (Bhopal, 2002:242; Harpe, 2011:45; Verhamme & Sturkenboom, 2010:69; Waning & Montagne, 2001:51) and focus on simultaneous collection of information on disease or drug-related problems, characteristics of the population as well as the risk factors (Bhopal, 2002:242; Harpe, 2011:45). The use of retrospective data for pharmacoepidemiological studies is of benefit since it provides large sample sizes over long periods of study and is relatively less expensive and faster to carry out (Motheral et al., 2003:91).

1.3.4 Study setting and data source

Data were acquired from the medicines claims database of one South African Pharmaceutical Benefit Management (PBM) company. Administrative databases do not depend on the interviews or recall of patients to obtain information and thus avoids recall bias (Strom, 2013c:120). Matshidze and Hanmer (2007:92) define claims data as "clinical information collected through claims submitted by health care providers to medical schemes for access to benefits and reimbursement; claims usually contain clinical, financial and administrative information". Claims data represent the billable interactions that exist between the insured patients and healthcare delivery systems and fall into four general categories: inpatient, outpatient, enrolment and pharmacy or medicines claims data (University of Washington, 2016).
The PBM Company from which the data for the study were obtained is a large independent company that has been servicing the South African private healthcare industry for more than two decades. The company provides medicine claims processing services to about 1.6 million beneficiaries of 42 medical schemes in SA. Ten years’ data from 1st January 2006 to 31st December 2015 were obtained from the database provided by the PBM for the study.

1.3.4.1 Validity and reliability of data

Validity and reliability of data are essential aspects of a good research. Validity is the extent to which a measure estimates what it is intended to, whereas reliability is the extent to which the measure remains stable when it is repeatedly measured under homogenous conditions (Waning & Montagne, 2001:123). The PBM which provided data for this study provides gate-keeping, utilisation management, clinical management and eligibility services as well as pricing management to establish data reliability and validity. The PBM also offers data integrity validation and benefits validity, all of which are targeted at ensuring that standards of claiming are met. Unpaid claims were not included in the data as part of a cleaning-up process. Random data checks were conducted after each cleaning process by verifying datasets. Park and Stergachis (2008:519) proposed that the quality of claims databases must be sufficiently high and allow linking of individual subject data across datasets, as well as the ability to trace patients in datasets for protracted follow-up.

Although data from a database provide good resource for studies, some are not necessarily designed for research purposes (Harpe, 2009:139). There may be limitations in the quality of the data from which they are derived and lack of important confounder information such as occupation, alcohol consumption and cigarette smoking (Hartzema et al., 2008:4-6). Motheral et al. (2003:90-97) proposed a checklist to assist researchers determine how suitable a database is for a study and the appropriate methodology to be employed.

1.3.5 Target and study population

The study involved all patients who were continuously enrolled as determined from the datasets obtained from the PBM Company within the time frame selected for this study. The study population consisted of all patients meeting inclusion criteria per specific research objective (refer to Table 1-1).

1.3.5.1 Inclusion criteria

Table 1-1 depicts the inclusion criteria that were used for the selection of the study population per each research objective.
To determine the time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes mellitus using survival analysis

All patients who had a diagnosis code (International Classification of Diseases, Tenth Revision (ICD-10) code E11) for diabetes mellitus and were receiving antidiabetic medication according to Monthly Index of Medical Specialties (MIMS) classification code 19.1 (Snyman, 2017). All antidiabetic medications were considered for this investigation. Patients among these who had ICD-10 codes for hypertension (I10, I11, I12, I13, I15, O10, and O11) and hyperlipidaemia (E78.5) and were receiving medications classified according to the National Pharmaceutical Product Index (NAPPI) codes provided by the Monthly Index of Medical Specialties (MIMS) were considered.

To compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa

All patients who had a diagnosis code (ICD-10 code J45) for asthma in conjunction with at least two consecutive claims for montelukast based on the NAPPI code 10.4.2 according to MIMS classification (Snyman, 2017), during the study period. Patients had to be enrolled continuously with the PBM throughout the study period.

### 1.3.5.2 Exclusion criteria

Individuals who have incompletely filled age and sex fields were excluded from the study. The study did not include patients who were not enrolled continuously during the study period.

### 1.3.6 Data analysis

The variables included in the study, as well as the descriptive and inferential statistics employed to meet the specific objectives outlined for the empirical study is discussed in subsequent paragraphs.

### 1.3.6.1 Study variables

Variables are the characteristics which are measured in a study (Joubert, 2014:132). According to the Centers for Disease Control and Prevention (CDC), (2012:22), an independent variable may be defined as any exposure, risk factor or characteristic that is thought to influence a manifestation or an event. Independent variables are perceived to contribute to, or precede particular outcomes (Brink et al., 2012:90) and can be manipulated by the researcher so as to obtain an outcome of interest (Heiman, 2014:24). Dependent variables reflect the effect of, or respond to independent variables (Brink et al., 2012:90) and have values that are functions of
other variables (CDC, 2012:22). The use of a variable in the context of a research project is what determines whether it is a dependent or an independent variable (Brink et al., 2012:90). Table 1-2 depicts the variables to that were employed in this study.

Table 1-2: List and description of study variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age, defined as the time passed since birth (Pugh et al., 2000:34) is an important variable because almost every health-related outcome is influenced by it (CDC, 2012:40). In this study, age was determined by the date of birth, using 1 January of the following year as a reference date. Ages were stratified as narrowly as possible to allow detection of any age-related trends that may be present. Age categories from the data available were used to ensure even distribution of patients in the various groups.</td>
</tr>
<tr>
<td>Sex</td>
<td>The WHO (2017b) defines sex as &quot;the biological and physiological characteristics that define women and men&quot;. In this study, patients were categorised as male and female. Patients whose sexes are unknown were excluded from the study.</td>
</tr>
<tr>
<td>Time to onset of treatment of disease</td>
<td>This is the time between the index date, when the first claim for at least one medication from the pharmacological drug class of antidiabetics based on MIMS classification code 19.1 (Snyman, 2017) is made, prior to which no claim has been made for such a drug, and the date on which the first claim is made for at least one drug from the pharmacological drug class of antihypertensives and antihyperlipidaemics based on the MIMS classification codes, in conjunction with ICD-10 codes I10, I11, I12, I13, I15, O10, and O11 for hypertension and E78.5 for hyperlipidaemia.</td>
</tr>
<tr>
<td>Type 2 diabetes mellitus status</td>
<td>Patients were categorised as having diabetes if they had an ICD-10 code E11 for type 2 diabetes mellitus and were receiving antidiabetic medication according to Monthly Index of Medical Specialities (MIMS) classification code 19.1 (Snyman, 2017).</td>
</tr>
</tbody>
</table>
| Adherence                                      | For the purpose of this study, seven validated adherence measures based on a study by Karve et al. (2009:989) were used to determine the adherence to montelukast for the management of asthma with medication possession ratio (MPR) serving as the reference. These adherence measures are as follows:

  - Medication possession ratio (MPR) = \( \frac{\text{number of days' supply in index period}}{\text{number of days in the study period}} \)  
  - Proportion of days covered (PDC) = \( \frac{\text{number of days' supply in index period}}{\text{number of days in study period}} \times 100 \text{ capped at 1} \)  
  - Refill compliance rate (RCR) = \( \frac{\text{number of days' supply}}{\text{last claim date–index date}} \times 100 \)  
  - Compliance ratio (CR) = \( \frac{\text{number of days supply in the index period–last days' supply}}{\text{last claim date–index date}} \)  
  - Medication possession ratio, modified (MPRm) = \( \frac{\text{number of days' supply}}{\text{last claim date–index date+last days' supply}} \times 100 \)  
  - Continuous measure of medication gaps (CMG) = \( \frac{\text{total days of treatment gaps}}{\text{total days to next fill or end of observation period}} \) |
### Variables and Description

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
</table>
| Continuous multiple interval measure of oversupply (CMOS) =               | \[
| \text{total days of treatment gaps (+) or surplus (-)} \] \text{total days to next fill or end of observation period} |
| Continuous single interval measure of medication acquisition (CSA) =     | \[
| \text{days supply obtained at the beginning of the interval} \] \text{days in interval} |

### 1.3.6.2 Statistical analyses

The analysis of data was done with the Statistical Analysis System (SAS) 9.4® software (SAS Institute Inc., 2002-2012) and Statistical Package for the Social Sciences (IBM® SPSS® 25) (IBM Corp., 2017). The sections below explore the methods by which the pharmacoepidemiological data were statistically analysed.

#### 1.3.6.2.1 Descriptive statistics

Descriptive statistics describe the processes of organising data in a manner that facilitates effective communication and describes their significant characteristics (Heiman, 2014:21). The descriptive statistics used in this study included frequencies, percentages, arithmetic means (average) and standard deviations, and confidence intervals (CI) for normally distributed data. Kaplan-Meier graphs were used to describe the survival experience of patients (see application of descriptive statistics for data analysis in Table 1-3).

#### 1.3.6.2.2 Inferential statistics

Inferential statistics are applied to decide on whether the obtained data represents a difference in a particular population that is statistically significant (Heiman, 2014:22). The inferential statistical tests applied in this study included two-sample $t$-tests, Bland-Altman plots, log rank tests and chi-squared test.

- **Two-sample $t$-test**

According to Heiman (2014:264), the $t$-test determines the statistical significance of the difference between the means of two independent groups.
The $t$-test is calculated using the mathematical formula (Swanepoel et al., 2010:262):

$$ t = \frac{\bar{x}_1 - \bar{x}_2}{\sqrt{\frac{s_1^2}{n_1} + \frac{s_2^2}{n_2}}} $$

Where:

- $\bar{x}_1 - \bar{x}_2$ are the sample means
- $s_1^2$ and $s_2^2$ are the sample variances
- $n_1$ and $n_2$ are the sample sizes

The two-sample $t$-test was used to compare the demographics among various patient categories.

- **Bland-Altman plots**

  Bland and Altman introduced a method that calculates the mean difference between two methods of measurement and limits of agreement using the standard deviation (Bland & Altman, 1986:307). Giavarina (2015:143) adds that a graphical method is used in which the difference between the paired measurements is plotted against the means of these measures and recommends that 95% of the data points must lie within ±2 standard deviations of the average difference.

  Different adherence measures were compared, with the medication possession ratio (MPR) as the reference, using the Bland-Altman plots.

- **Log-rank test statistic**

  This tests the null hypothesis that in the event of an outcome occurring at any point in time, groups being examined are identical. The log-rank test is employed in survival analysis to compare the survival curves of two or more independent groups (Sullivan, 2016). The test is based on the times of the events occurrence and is most likely to identify the difference in populations when the risk of an outcome occurring in one group is higher consistently than that of another (Bland & Altman, 2004:1073).

  The log-rank statistic is represented by the formula (Goel et al., 2010:276):

  $$ Log\text{-}rank\ test\ statistic = \frac{(O_1 - E_1)^2}{E_1} + \frac{(O_2 - E_2)^2}{E_2} $$
Where:

\[ E_1 \text{ and } E_2 \text{ are the expected number of events for each group} \]
\[ O_1 \text{ and } O_2 \text{ are the total number of observed events for each group} \]

The log-rank test was applied to compare the time to onset of treatment of hypertension and hyperlipidaemia in the study population.

- Chi-squared test

The chi-squared test is an essential non-parametric statistic which is used for testing hypotheses when the research involves nominal variables. The chi-square is based on assumptions that frequencies, and not percentages, are used; the study groups are independent; each study subject contributes data to only one cell and the categories of variables are mutually exclusive (McHugh, 2013:143).

The mathematical formula for computing the chi-square statistic is given as (Hoffman, 2015:185; McHugh, 2013:145):

\[
\chi^2 = \frac{(O - E)^2}{E}
\]

Where:

\( \chi^2 \) denotes the chi-square statistic

\( O \) denotes the observed value

\( E \) denotes the expected value

1.3.6.2.3 Effect size

Effect size is the extent of existence of a phenomenon (Cohen, 1988:4). Cohen's \( d \)-value and the Pearson's correlation coefficient were used in this study.

- Cohen's \( d \)-value

According to Cohen and Lea (2004:60), the \( d \)-value is the absolute difference between the means of two populations divided by the largest standard deviation of the two means. The \( d \)-value is used to determine the effect size when the \( t \)-test is applied in a given study population. (Cohen, 1988:24).
The $d$-value is calculated as follows:

$$d = \frac{\bar{x}_1 - \bar{x}_2}{s}$$

Where:

- $d = d$-value
- $\bar{x}_1$ and $\bar{x}_2$ = averages of the two populations
- $s$ = maximum standard deviation of the two averages

The effect size is categorised according to the following (Cohen, 1988:29):

(i) Small effect size, $|d| = 0.2$

(ii) Medium effect size, $|d| = 0.5$

(iii) Large effect size, $|d| = 0.8$.

Based on recommendations by Steyn (2009:30), a $d$-value $\geq 0.8$ will be considered practically significant.

A summary of the data analysis plan is provided in Table 1-3.
Table 1-3: Data analysis plan

<table>
<thead>
<tr>
<th>Objective</th>
<th>Measurement</th>
<th>Variables</th>
<th>Statistics</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>To determine time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes mellitus using survival analysis.</td>
<td>Demographics of study populations</td>
<td>Number of patients Sex Age Age*sex</td>
<td>Frequency (%) Mean ± SD 95%CI</td>
<td>Two sample t-test Cohen’s $d$- value</td>
</tr>
<tr>
<td></td>
<td>Time to onset of treatment of hypertension and hyperlipidaemia</td>
<td>Type 2 diabetes mellitus status Time to onset of treatment</td>
<td>Frequency (%) Kaplan-Meier graphs Cox proportional hazards regression model Log-rank test</td>
<td></td>
</tr>
<tr>
<td>Compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa</td>
<td>Demographics of study populations</td>
<td>Number of patients Sex Age Age*sex</td>
<td>Frequency (%) Mean ± SD 95%CI</td>
<td>Two sample t-test Cohen’s $d$- value</td>
</tr>
<tr>
<td></td>
<td>Adherence</td>
<td>Medication possession ratio (MPR) Proportion of days covered (PDC) Refill compliance rate (RCR) Compliance ratio (CR)</td>
<td>Mean ± SD</td>
<td>Bland-Altman plots</td>
</tr>
<tr>
<td>Objective</td>
<td>Measurement</td>
<td>Variables</td>
<td>Statistics</td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medication possession ratio, modified (MPRm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Continuous multiple interval measure of oversupply (CMOS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Continuous single interval measure of medication acquisition (CSA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPR vs PDC vs RCR vs CR vs MPRm vs CMOG vs CSA</td>
<td>MPR PDC RCR MPRm CMOG CSA</td>
<td>Agreement between measures of adherence</td>
<td>Mean ± SD 95% CI Bland-Altman plots</td>
<td></td>
</tr>
</tbody>
</table>
1.4 Ethical aspects of the study

The Board of Directors of the PBM, the Scientific Committee of the Research Entity, Medicine Usage in South Africa (MUSA), as well as the Health Research Ethics Committee (HREC) of the North-West University (NWU-00179-14-A1-06; Refer to Annexure A) permitted the conduct of the study. Information on the medical schemes, service providers, patients and prescribers were anonymised by the PBM company prior to their release for this research, ensuring data privacy and confidentiality was preserved at all times. The researchers signed confidentiality agreements to use the database for this study.

The study was of low-risk since the use of retrospective medicines claims data ensured no direct contact with identifiable patients. The benefits of the study outweighed the risks. The research was neither funded by the PBM providing the data nor the private pharmaceutical sector thus potential bias was minimised in the study.

1.5 Chapter summary

In this chapter, the use of administrative data for carrying out pharmacoepidemiological studies has been acknowledged. There are, however, limited publications on how various methods are applied for pharmacoepidemiological studies that employ administrative data. The aims and objectives of the study as well as method of research have also been established. The subsequent chapter discusses pharmacoepidemiology, the measures studied in pharmacoepidemiology and methods used to study these measures when secondary data are employed.
CHAPTER 2: LITERATURE REVIEW

2.1 Introduction

This chapter summarises pharmacoepidemiology — its uses and relevance, as well as the measures determined in pharmacoepidemiology; conceptualises the study designs employed in pharmacoepidemiological studies with their advantages and disadvantages; and discusses data sources and methods used in pharmacoepidemiological studies.

2.2 Pharmacoepidemiology

Pharmacoepidemiology is considered a bridge science that joins the fields of epidemiology and pharmacology, resulting in important studies of drug effects (Spitzer, 1999:352). According to Porta (2014:184), pharmacoepidemiology is defined as “the study of distribution and determinants of drug-related events in populations and the application of this study to efficacious treatments”. Kongpatanakul and Strom (2001:27) define pharmacoepidemiology as “the application of epidemiologic methods, knowledge and reasoning to the subject of clinical pharmacology, whereby focussing on the study of the use of and the effects of drugs in large numbers of people”. Stergachis et al. (2008:67) added that pharmacoepidemiology provides essential information about the clinical and economic outcomes of drugs, biologicals and devices, especially after they have been approved for clinical use. Pharmacoepidemiology borrows from epidemiology its methods of inquiry and from pharmacology its focus of inquiry, creating a versatile research field that is rapidly developing (Evans, 2012:973; Varanasi, 2012:11; Wettermark, 2013:43; Wise, 2011:95).

The aim of pharmacoepidemiology is to give insight into and to predict drug therapy use and effects in defined populations and involves studies carried out to assess safety, effectiveness, efficacy and utilisation of drugs (Briggs & Levy, 2006:1080). Pharmacoepidemiology is a field of research that not only evaluates and describes drug use but also identifies associations or relationships in drug use and determines causal relationships between exposure to a drug or an intervention and specific outcomes (West-Strum, 2011:8).
2.2.1 History of pharmacoepidemiology

The growing concerns about adverse drug reactions emphasised the need to develop methods to study drug safety (Wettermark, 2013:43). Until the 1950s when chloramphenicol was identified as causing aplastic anaemia, there was little attention paid to side effects of medications (Balcik & Kahraman, 2016:58). In 1960, the United States of America (USA) Food and Drug Administration (FDA) started the collection of reports of ADRs, bringing about the institution of hospital-based drug monitoring programs (Strom, 2013a:5). According to Kongpatanakul and Strom (2001:28), the thalidomide disaster was perhaps the most significant historical event that profoundly impacted the drug regulation process. Thalidomide was marketed as a mild hypnotic and also as an anti-emetic for pregnant women in many countries but not in the USA. Shortly after its marketing, however, there was a surge in the number of phocomelia cases in those countries. A causal relationship between the once rare birth defect and in utero exposure to thalidomide was demonstrated by epidemiologic studies leading to the set-up of the Committee on Safety of Medicines in the United Kingdom in 1968 (Strom, 2013a:6).

Although thalidomide was not marketed in the USA, the impact of its side effects was so immense that the USA passed the Kefauver-Harris Amendment in 1962 and this required toxicological and non-clinical pharmacologic testing before a drug could be used in humans, along with three distinct stages of clinical testing to ensure a drug’s safety and effectiveness (Kongpatanakul & Strom, 2001:29; Strom, 2013a:6). There were publications on drug utilisation studies in the mid-1960s that described how doctors used drugs resulting in a series of studies on the determinants and frequency of irrational drug prescription (Balcik & Kahraman, 2016:58). After these developments, it was thought that the 1960s birthed pharmacoepidemiology as a discipline (Balcik & Kahraman, 2016:58; Strom, 2013a:6). Although pharmacoepidemiology originated mainly from a concern about ADR documentation and minimisation, its focus has expanded to cover other health economic aspects and clinical outcomes of medication use (Wettermark, 2013:44).

2.2.2 Uses of pharmacoepidemiology

Pharmacoepidemiology provides reliable data that give insight into drug utilisation and outcomes, contributing to evidence-based decision-making (Rodriguez & Gutthann, 1998:421) and can be applied in all stages of drug development, marketing and use, in various industries and at different levels of healthcare (Thaker et al., 2015:53).
2.2.2.1 Pre-approval drug development stages

At pre-approval drug development stages, pharmacoepidemiology can be used to better understand target populations and target indications and to identify the major comorbid conditions that may exist as well as any existing relationships between the drug under investigation, the comorbidities and the targeted medical condition (Wise, 2011:96). Manufacturers, at this phase, may also conduct pharmacoepidemiological studies with the hope of obtaining an earlier approval for marketing from the regulatory agency, which may be more comfortable with a sooner release of the drug because of the notion that any serious issues would be promptly and reliably detected (Strom, 2013b:56).

2.2.2.2 Drug marketing

During marketing of drugs, pharmacoepidemiological studies are useful for increasing product name recognition and protecting investments made in investigating and testing the new drug. Results from pharmacoepidemiological studies, when presented publicly and published, attract the attention of prescribers and subsequently increases prescription of the drug, increasing sales. Investments made during drug development and testing can be protected when pharmacoepidemiological studies are applied to answer questions about the drug’s toxicity as they may arise (Strom, 2013b:57). Thaker et al. (2015:56) added that with the results of pharmacoepidemiological studies, market penetration of a drug can be supported, the drug protected from adverse effects ‘accusations’. Drugs already on the market can be repositioned when information on unintended beneficial effects, patient populations that were not investigated as well as different outcomes for a drug are obtained from pharmacoepidemiological studies (Thaker et al., 2015:56).

2.2.2.3 Ethical uses

In anticipation of future product litigations, pharmacoepidemiological studies can serve as “insurance”. Pharmacoepidemiological studies, by documenting the anticipated beneficial and adverse effects of drugs, can be used as a defence in the event where the product’s liability becomes an issue of contention (Strom, 2013b:57; Thaker et al., 2015:56).

2.2.2.4 Post-approval medication use

Pharmacoepidemiological research supports rational and cost-effective use of medicines and thus improves health outcomes (Lu, 2015:198). To begin with, pharmacoepidemiology, through a population-based approach, can be used to define extent and significance of a clinical problem, identify the significance of a new drug and to assess patterns of medicines use by physician class or
patient type, leading to programs that improve appropriate drug use (Avorn, 2004:82; Lu, 2015:198; Waller, 2001:166). By post-marketing surveillance, pharmacoepidemiology generates data that assess product risk assessment (Thaker et al., 2015:52), identify and quantify adverse events frequency and severity, and provide information to reduce problematic use (Avorn, 2004:83; Balcik & Kahraman, 2016:60; Lu, 2015:199). Such information can inform decision-making, reduce the retention of unsafe medicines or banning of safe and effective drugs (Spitzer, 1999:353). According to Qureshi et al. (2011:774), 26 drugs were discontinued in the USA between 1980 and 2009 on account of safety reasons, representing a safety discontinuation rate of 3.5%.

Pharmacoepidemiology aims to provide reliable data that expands the knowledge of drug use and effects in humans and is applied to estimate drug utilisation in populations, identifying areas of under- and over-utilisation (Rodriguez & Gutthann, 1998:421). The field is applied to monitor utilisation of therapeutic groups with particular anticipated problems, to evaluate the appropriate use of drug, to monitor the effectiveness of educational and regulatory activities, and to estimate and plan for drug expenditure (Avorn, 2004:83; Gama, 2008:70; Lee et al., 2013:400; Waning & Montagne, 2001:102). With knowledge of drug utilisation, pharmacoepidemiology reviews prescribing patterns, documenting the degree of use of a particular medication in its main indication and the extent of inappropriate prescribing and its associated consequences (Gama, 2008:70; Kildemoes et al., 2012:1028; Sachdeva & Patel, 2010:12).

### 2.2.2.5 Pharmacoepidemiology as a tool for monitoring medication behaviour

Measurement of medication behaviour is an important aspect of healthcare, a role that can be played by pharmacoepidemiology (Lam & Fresco, 2015:2). The tools of pharmacoepidemiology are valuable in understanding the components of adherence which is defined as “the extent to which a person’s behaviour - taking medication, following a diet, and/or executing lifestyle changes, corresponds with agreed recommendations from a health care provider” (Sabate, 2003:3). These tools can help understand patients’ compliance with therapy, as well as reasons that may be fundamental to utilisation or access barriers, and to design and evaluate interventional programs to manage specific parts of these utilisation issues in a population (Avorn, 2004:83).

Pharmacoepidemiology provides information on the economic implications of drug use. Using economic evaluations of medicines and devices, pharmacoepidemiology identifies cost-effective products and enhance patients’ access to medications by providing information that re-orients drug budgets of healthcare systems (Avorn, 2004:84). Pharmacoepidemiology is a source of data that is
significant to authorities for the setting of priorities and allocation of resources and is useful in making formulary as well as practice policy decisions (Larson & Bjornson, 1996:283).

2.2.3 Challenges of pharmacoepidemiology

An important issue with pharmacoepidemiology is the quality of conducting and reporting studies (Etminan et al., 2006:7). Pharmacoepidemiological studies’ design and conduct are challenging (McMahon & McDonald, 2000:419; Tzimis, 2001:633) and can contribute to diversities and discordance in study results (Abbing-Karahagopian et al., 2014:131). Earlier in 2006, Etminan and colleagues (2006:7) reported a lack of standards for the conduct and report of pharmacoepidemiological findings. This problem has, however, been addressed by the introduction of guidelines for good pharmacoepidemiological practices by the International Society for Pharmacoepidemiology (ISPE) (ISPE, 2016:2).

The ISPE guidelines propose procedures and practices relevant to ensure the quality of pharmacoepidemiological studies, addressing issues related to developing study protocol, conducting, communicating, reporting and archiving adverse events (ISPE, 2016:2). The European Network of Centres for Pharmacoepidemiology and Pharmacovigilance (ENCePP) guide on methodological standards in pharmacoepidemiology identifies the assessment of exposures, outcomes and covariates as challenges that are linked to the conduct of pharmacoepidemiological studies (ENCePP, 2017:20). According to this guide, accurate assessment of these measures is crucial to a study’s validity. The ENCePP guide, however, acknowledges difficulties in measuring exposures due to uncertainties about intake of dispensed drugs and patients’ accountability of their drugs, the need for special skills for identification of outcomes using coding systems and disease areas, as well as the specific relevance of timing in assessment of covariates, all of which are challenges to be addressed in pharmacoepidemiological studies.

Availability and quality of data for studies are also areas of concern in pharmacoepidemiology. The need to make data richer and more robust to enhance evidence-based decisions, coupled with the need for rapid data access and analysis is challenging in pharmacoepidemiological studies (Thaker et al., 2015:56). Assembling of cases and controls has proved to be an expensive, time-consuming and difficult source of data in pharmacoepidemiological studies (Bergman, 2001:31; Thaker et al., 2015:55) and this has increased the appreciation of the use of databases (Andrews et al., 2014:199; Hallas, 2001:10; Wettermark, 2013:45). These electronic data sources, although advantageous, are not devoid of challenges. Data from databases are not specifically generated for the purposes of pharmacoepidemiological studies and may not contain relevant information such as potential risk
factors, utilisation of over-the-counter medicines and actual adherence to medicines and thus, need to be validated before they are used (Andrews et al., 2014:201; Evans, 2012: 976; Hallas, 2001:10; Wettermark, 2013:45).

In the estimation of the effects of a drug when prescribed, three types of errors may be seen in pharmacoepidemiological studies, namely random errors (related to reliability and precision), bias and confounding (Strom, 2013d:19). These errors challenge accurate estimation of the association between exposure and health status since drug exposure may be associated with factors that influence the event of interest. Biases pose a threat to pharmacoepidemiological studies (Ali, 2013:163; Andrews et al., 2014:201; Hallas, 2001:9; Lu, 2015:213; Thaker et al., 2015:56; Wettermark, 2013:45) since they interfere with the overall goals of pharmacoepidemiology, which are accuracy and precision, in measuring the value of a significant parameter (ENCePP, 2017:22). According to Ali (2013:162), biases distort the relationship between outcomes and exposures. Observational studies are subject to bias, identified as selection bias, misclassification, information bias, and confounding, e.g. the Simpson’s paradox, and erroneous results (Hammer et al., 2009:664). Confounding is said to have occurred when the extent of the relationship between a health status and drug exposure is affected by the effect of external variables that are risk factors for the outcome of interest (Strom et al., 2013d:19). Selection bias occurs when there is the selective recruitment of subjects that are do not entirely represent the exposure or outcome pattern in the population, whereas misclassification arises from inaccurate measurement of exposure, outcome or covariate (Ali, 2013:162; ENCePP, 2017:22; Lu, 2015:214). Although various techniques can be applied in the design and analyses stages of pharmacoepidemiological studies to control these, biases still remain a great challenge to pharmacoepidemiology (Lu, 2015:218; Wettermark, 2013:45).

Various techniques have been employed to control such errors in pharmacoepidemiological studies. According to Nørgaard et al. (2017:186), the use of restriction, stratification, propensity score matching, self-controlled designs, randomisation and sensitivity analyses have been effective in the control of errors in pharmacoepidemiological studies. Confounding and bias can be controlled at various stages of a pharmacoepidemiological study. During the design phase, randomisation, restriction and matching can be applied to limit these errors (HealthKnowledge, 2018). Randomisation involves an arbitrary selection of study participants whereby every subject in the study population has an equal chance of selection. Restriction is the limitation of study participants to individuals with similar characteristics where the confounder is concerned while matching is the technique of selecting controls that are as similar as possible to cases in terms of the potential confounders. (HealthKnowledge, 2018).
The effects of confounders can also be minimised during the analyses of studies by the use of stratification, propensity scores, multivariate analyses and standardisation, among others (HealthKnowledge, 2018; Nørgaard et al., 2017:186). Stratification is applied by dividing the study population into various strata based on predetermined levels of the potential confounder and calculating the relative risks for each stratum (Jager, Zoccali et al., 2008:258). A propensity score, the probability of receiving an intervention of interest based on certain observed covariates, can be matched in pharmacoepidemiological studies to reduce bias and confounding and to increase precision (Austin, 2011:402; D’Agostino, 1998:2267). In studies where the number of potential confounders or the levels of their groups are considered large, multivariate analyses are better suited for controlling bias and confounding because they are able to analyses a large number of covariates simultaneously. Several methods of multivariate analyses are used in pharmacoepidemiological studies to control errors and these include logistic regression, linear regression and analysis of covariates (Pourhoseingholi et al., 2012:80). Although these techniques can be applied in the design and analyses stages of pharmacoepidemiological studies to control these, biases still remain a great challenge to pharmacoepidemiology (Lu, 2015:218; Wettermark, 2013:45).

Health research requires careful attention to be paid to ethical considerations and pharmacoepidemiology is no exception (Dennis & Lozano, 2001:613). There exist many ethical challenges for pharmacoepidemiology that have been unresolved and have left possibilities of adverse ethical consequences (United Nations (UN), 2004:12). Coughlin (2006:4) asserts that minimising potential harm and risks to study subjects is an ethical role of researchers and rigorously protecting the confidentiality of study subjects is crucial to minimising risks. El Khoury (2013:257) adds that researchers are faced with the challenge of ensuring that privacy and confidentiality are protected to promote accurate and efficient realisation of research goals. Investigators also have the ethical responsibility of providing study participants with information that can be used to decide if to consent to the study or not (Coughlin, 2006:5). Researchers are thus required to inform subjects that their involvement in the study is optional and that subjects can terminate their participation at any time with no consequences (El Khoury, 2013:259).

The challenge to researchers lies in deciding the level of information to provide to participants about the study and the types of information delivery, accounting for the literacy and communication modes that may be preferred, avoiding duress or intimidation and identifying who may provide consent rightfully in the context of set guidelines and these issues are further compounded by a decision to pay participants as this may raise questions about subjects’ voluntary consent (UN, 2004:12). The
goal is to have a balance on ethical issues so that procedures are not prohibitively difficult for researchers (El Khoury, 2013:257).

2.2.4 Future of pharmacoepidemiology

The future of pharmacoepidemiology appears clear judging from past and current trends and although it appears bright, many challenges remain (Strom et al., 2013:407). It is expected that there will be continuous growth in the array of methods available for pharmacoepidemiological studies (Garbe & Suissa, 2014:1914; Lu, 2015:219; Strom et al., 2013:409; Wettermark, 2013:48), with potential increase in the application of pharmacoepidemiological insight to the performance of clinical trials and the use of randomised designs to address issues that are handled using observational pharmacoepidemiology (Strom et al., 2013:408). An increased use of propensity scores, sensitivity analyses and instrumental variable analyses has been predicted for controlling confounding and time-varying exposures in the future (Garbe & Suissa, 2014:1914; Strom et al., 2013:409).

Lu (2015:219) forecast an increase in data availability. It is anticipated that there will be many more databases available for pharmacoepidemiological studies due to the increased computerisation of data, enabling researchers to address questions about drug effects quickly and at a less expensive cost, making use of large sample sizes afforded by these databases (Andrews et al., 2014:196; Strom et al., 2013:410).

There is a likelihood that all new drugs in the future will be monitored after they are launched (Strom et al., 2013:413; Wettermark, 2013:46). Payers and other reimbursement agencies are expected to increasingly request for observational studies that estimate the worth of medicines whereas patients will also insist on improved systems of drug safety and efficacy monitoring (Lu, 2015:219; Wettermark, 2013:46). There is expected to be increased investment in external resources for pharmacoepidemiology by pharmaceutical companies which will lead to increased growth of the field (Strom et al., 2013:411).

It is anticipated that pharmacoepidemiology will be linked with the most recent genetic techniques, molecular biology, biochemistry and immunology (Garbe & Suissa, 2014:1914; Strom et al., 2013:408). According to Avorn et al. (2013:76), pharmacoepidemiology can apply biological evolutions such as pharmacogenomics to augment systems of prescription event monitoring. It is envisioned that pharmacogenomics will also be added to the process of reporting adverse reactions (Strom et al., 2013:408) and there will be a surge in the availability of genotypic information for large
populations for whom drug exposures and outcomes have been electronically recorded (Garbe & Suissa, 2014:1914; Strom et al., 2013:408).

The World Health Organization’s report on Priority Medicines for Europe and the World (Kaplan et al., 2013:67) identifies certain diseases for which treatment either does not exist or is inadequate in reaching affected individuals. Pharmacoepidemiology can be applied in the future to improve on treatment in such disease areas by identifying and addressing obstacles to ensure safe and better delivery of medicines to patients (Wettermark, 2013:47). The report highlights the importance of addressing peculiar needs of the elderly, women and children. Data from automated databases can be utilised in future for observational studies on drug use in the elderly, women and children (Wettermark, 2013:47).

Pharmacoepidemiology continues to be a field for collaboration among relevant stakeholders such as payers, regulators, prescribers, patients, manufacturers and the general public. The field is predicted to take up a more extensive multidisciplinary and multiprofessional nature, requiring alliances with decision makers for drug formularies, specialists within specific clinical areas, health economists and health policy researchers (Lu, 2015:219; Wettermark, 2013:48). Although the field of pharmacoepidemiology is rapidly advancing, it is still plagued with challenges and is one of the most dynamic developing fields in research.

2.3 Measures of pharmacoepidemiology

Pharmacoepidemiology is concerned with measuring the source, distribution, utilisation and effects of drugs in a population, determining the frequency and distribution of outcomes of drug use and from this information, determining the nature and extent of specific types of drug use (Waning & Montagne, 2001:5). To fully realise this, pharmacoepidemiology makes use of the spectrum of epidemiologic approaches to answer questions on causality and incidence of drug use effects, effectiveness of drugs, prescription patterns, as well as the economic impact of drug use (Kongpatanakul & Strom, 2001:27). According to Balcik and Kahraman (2016:58), pharmacoepidemiology evaluates healthcare systems and patients’ health-related behaviours with the aim of increasing individuals’ quality-of-life by improving general drug use. Pharmacoepidemiology assesses patients’ adherence to medicines (McCaffrey, 2011:136), occurrence, frequency and magnitude of adverse drug events and reactions (Banahan, 2011:156), drug utilisation patterns and economics of drug use (Wettermark et al., 2008:161).
2.3.1 Incidence

Pharmacoepidemiologists use measures of risk to approximate the likelihood of an event occurring and to measure the extent of a possible relationship between a drug and an event of interest (Quartey et al., 2011:549). Incidence is one of the measures of risk that reflect the frequency of a health event (inter alia, disease, adverse event, death, births) (Quartey et al., 2011:549) and gives a description of disease occurrence (Yang, 2011:24).

Incidence estimates the number of new cases of a disease or other relevant health outcomes (HealthKnowledge, 2012:2; Joubert et al., 2014:22; Waning & Montagne, 2001:109; Yang, 2011:19). According to Yang (2011:24), incidence is best applied for the study of disease causes and evaluation of disease prevention programs.

Two types of incidence measures exist: incidence rate and cumulative incidence (HealthKnowledge, 2012:2; Quartey et al., 2011:549; Waning & Montagne, 2001:22; Yang, 2011:19). Incidence rate, also referred to as ‘incidence density’, is defined by Waning and Montagne (2001:23) as “the measure of rapidity with which a new condition develops in a population; the rate at which newly diagnosed patients are identified over time, measured by actual observation time” and is expressed as a fraction of the number of new cases to the total person-time of observation in a population at risk (Waning & Montagne, 2001:23; Yang, 2011:20). The Dictionary of Pharmacoepidemiology (Begaud, 2000:74) states that incidence density is particularly useful in expressing an association between a risk and the exposure time and is also a suitable measure when the length of exposure or follow-up differs for the different research subjects.

Cumulative incidence, otherwise called ‘incidence proportion’ is the proportion of a population who developed the condition of interest in a specified period among those who were initially disease-free (HealthKnowledge, 2012:3; Yang, 2011:19). Incidence proportion indicates the chances of developing the condition of interest within a specified period (HealthKnowledge, 2012:3; Waning & Montagne, 2001:24) and is used primarily in populations which are fixed and in which losses to follow-up are rare (Yang, 2011:19). According to Quartey et al. (2011:549), incidence rate is advantageous over cumulative incidence since it accounts for subjects who may become lost to follow-up during the study and would affect the denominator inappropriately.

2.3.2 Prevalence

Prevalence measures the proportion of people with a disease or a relevant health outcome in a defined specified population (HealthKnowledge, 2012:2; Joubert et al., 2014:22; Waning &
Montagne, 2001:109; Yang, 2011:19) and considers both old and new cases. Prevalence is more indicative of disease burdens in populations (Quartey et al., 2011:549), and is useful in predicting health resource needs in a community (Yang, 2011:24).

There are two types of prevalence measures; point prevalence and period prevalence. Whereas point prevalence refers to the number of people with a condition of interest in a population at a point in time, period prevalence is the proportion of persons with a particular disease during a time interval (HealthKnowledge, 2012:6; Waning & Montagne, 2001:21; Yang, 2011:22). Point prevalence gives a snapshot of the population (Yang, 2011:22) whereas period prevalence takes into account both point prevalence and incidence in its computation (Waning & Montagne, 2001:21).

Prevalence is influenced by incidence, duration of disease, interventions and treatments as well as prolongation of life programs in chronic disease management; increasing with the addition of diseased people and the elimination of people who are healthy (Waning & Montagne, 2001:21).

2.3.3 Drug utilisation

Kildemoes et al. (2012:1027) assert that recent decades have seen dramatic increments in the utilisation of many classes of drugs, possibly caused by the expansion of prescription indications informed by evidence of favourable outcomes in patients other than those for whom the drugs were intended. Drug utilisation is a vital part of pharmacoepidemiology; describing the scale, characteristics as well as determinants of medication exposure (Kumar et al., 2013:321; Shalini et al., 2010:804) and providing a base from which subsequent qualitative studies can be carried out (Truter, 2008:92). Begaud (2000:53) defines drug utilisation study as “a study designed to describe — qualitatively and quantitatively — the population of users of a given drug (or class of drugs) and/or the conditions of use (e.g. indications, duration of treatment, dosage, previous or associated treatments, compliance, etc.).” The main objective of drug utilisation studies is to ensure judicious use of medications in populations (Kaur et al., 2014:1; Kumar et al., 2013:322; Sachdeva et al., 2010:12) and offer avenues for monitoring the use of medications and for acquiring knowledge on prescribing behaviours which can be applied for regulating drug-related costs (Kumar et al., 2013:321).

Drug utilisation studies are continuous and systematic quality improvement procedures that assess use of drugs and/or prescribing patterns (Gama, 2008:69; Kumar et al., 2013:321; Sachdeva et al., 2010:12), alert the irrational use of medicines, give feedback to prescribers, and develop quality standards for describing ideal drug use (Sachdeva et al., 2010:12). According to Kaur et al. (2014:1),
drug utilisation studies are effective for evaluating hospital formularies for efficiency and cost-effectiveness and critically appraising hospital drug policies, making recommendations for improvement. Varied drug use information such as information regarding overall drug use, drug groups, generic compounds or specific products, obtained from various sources such as the drug-use chain, large databases, regulatory agencies and drug use evaluations are applied in drug utilisation studies depending on the issues being addressed (WHO, 2003:13). Drug utilisation studies are essential in pharmacoepidemiology because of the close relationship with the other relevant fields of public health, pharmacovigilance, pharmacogenetics and pharmaco economics (Sashdeva et al., 2010:12).

2.3.4 Adverse drug reactions

Medicines can pose significant harm to patients and this may be caused by medication errors or by adverse effects of the medications (Leendertse et al., 2008:1890). Van den Bemt et al. (2000:323) categorised drug-related problems into two: those caused by an error in the drug production and distribution process and those that occur devoid of errors in the process. Drug safety is crucial to overall patient health and is an important aspect addressed by pharmacoepidemiology (Lovely et al., 2015:104). Edwards and Aronson (2000:1255) define adverse drug reactions as “an appreciably harmful or unpleasant reaction, resulting from an intervention related to the use of a medicinal product, which predicts hazard from future administration and warrants prevention or specific treatment, or alteration of the dosage regimen, or withdrawal of the product”. Schatz and Weber (2015:5) added that ADRs occur in a drug’s usual clinical use, affect morbidity and mortality and are influenced by the surge in the number of drugs available on the market, the aging population as well as increasing polypharmacy. Adverse drug reactions affect healthcare costs significantly and increase the length of hospital stay of affected patients (Van den Bemt et al., 2000:327).

2.3.4.1 Types of adverse drug reactions

Strom (2013a:4) characterises ADRs into two: type-A reactions that are related to doses, common, predictable and less serious compared to the type-B reactions that may be due to hypersensitivity or immunologic reactions and usually require drug cessation and adds that type-B reactions, because of the difficulty in predicting and detecting, are the major focus of many pharmacoepidemiological researches. Pharmacoepidemiological designs such as cohorts, case-controls and meta-analyses can be applied for the identification of ADRs (Edwards & Aronson, 2000:1258; Waning & Montagne, 2001:102) and this affords advantages such as the ability to measure the occurrence rates and to identify related risk factors (Waning & Montagne, 2001:102).
2.3.4.2 Sources of adverse drug reactions

Medication errors and drug-drug interactions are probable causes of ADRs that can be prevented if necessary caution is taken (Lovely et al., 2015:104). The role of medication errors, drug-drug interactions and drug-disease interactions as potential causes of ADRs are addressed in sections 2.3.4.2.1-2.3.4.2.3.

2.3.4.2.1 Medication errors

A medication error is a situation which occurs when a wrong drug is given, or a right drug is wrongly administered to a patient (Lee et al., 2013:378). Medication errors are classified according to where they occur in the drug use cycle. These include prescribing errors which occur when an incorrect drug, dose or quantity is prescribed, dispensing errors which occur at the dispensing phase — including wrong medication, strength and quantity of medicines supply as well as administration errors resulting from wrong drugs being administered at wrong doses or through wrong routes to wrong patients at wrong times (Rehan & Bhargava, 2015:1; Van den Bemt et al., 2000:327).

Insufficient patient information and lack of knowledge on the drug are contributors to the incidence of medication errors (Williams, 2012:688) and methods such as voluntary reporting by patients, medical rounds, directly observing actual patients on hospital wards, urine testing and tracer analyses have been traditionally used to detect medication errors (Rehan & Bhargava, 2015:2). The high cost of primary data collection in medication error studies limits the sample sizes of such studies, a problem that is addressed using a pharmacoepidemiological approach whereby electronic databases are used to improve on sample sizes in a manner that is cost-effective (Strom, 2013c:120).

2.3.4.2.2 Drug-drug interactions

Drug-drug interactions (DDIs) arise when one drug, or more, influences the pharmacodynamics and pharmacokinetics of other drugs (Hennessy et al., 2016:92). A drug-drug interaction is characterised by the effect a drug has on the safety and efficacy of another drug and is an essential consideration to be made in determining the right medication for a patient (Chelkeba et al., 2013:144). Pharmacoepidemiology, using large databases with the appropriate data, affords an important means by which the health consequences of potential DDIs can be studied and is critical to ensuring the confirmation or otherwise of the effects of potential DDIs (Hennessy et al., 2016:102).
2.3.4.2.3 Drug-disease interactions

When a medication prescribed for the treatment of a pre-existing condition exacerbates comorbid diseases, syndromes or conditions, a drug-disease interaction is said to have occurred (Lindbald et al., 2006: 1134). Drug-disease interactions increase in patients who receive multiple medications (Duobova et al., 2007:5), being most prevalent in elderly chronic disease patients (Aspinall et al., 2015:84) because of their physiological changes and the presence of comorbidities (Lau & Tenney, 2017:1). Several pharmacoepidemiological researches have studied the prevalence of drug-disease interactions and their burden (Aspinall et al., 2015:84; Duobova et al., 2007:1; Lindbald et al., 2006:1133; Nwose & Ye, 2016:1). Pharmacoepidemiological methods are vital in determining these drug-disease interactions and preventing their occurrence among susceptible populations through pharmacovigilance surveillance (Pan et al., 2013:103).

2.3.5 Economic consequences of medication use

Most developing countries are increasingly becoming concerned about the rising expenditure on healthcare in general and of pharmaceuticals in particular (Hill et al., 1997:421; Schulman et al., 2013:280) and policy makers are faced with the challenge of managing limited healthcare resources (Schulman et al., 2001:37). Cost has thus become a criterion for the evaluation of medications, requiring the use of well-designed research methodologies that guide decision makers (Schulman et al., 2013:281).

Pharmacoepidemiology assists in the decision-making process by making data of high quality about the consequences of drug therapy available and assisting in the identification of the most effective and safest treatment options (Briggs & Levy, 2006:1081; Larson & Bjornson, 1996:283). Pharmacoepidemiological studies are applied to evaluate the burden of disease, addressing questions related to direct and indirect expenditure that account for the economic burden associated with diseases and support the field of pharmacoeconomics in the determination of strategies and inputs into economic impact models (Manack et al., 2012:165).

Patients are becoming more concerned about the efficacy and safety of medications and yet attentive to the rising costs of these medications while third party payers are concerned with their expenditure on pharmaceuticals and resultant value obtained. Healthcare providers have access to limited resources requiring that they assess cost-effectiveness of pharmaceuticals stringently. A merger of pharmacoepidemiology with pharmacoeconomics is therefore the way to go to meet the needs of all stakeholders (Schulman et al., 2013:290).
2.3.6 Medication adherence

Adherence to prescribed medicines is critical to the success of pharmacotherapy (Andrade et al., 2006:565; Cramer et al., 2008:44; Farmer, 1999:1075; Hess et al., 2006:1280; Vrijens et al., 2012:691).

Adherence is defined as how patients take medications as prescribed (Vrijens et al., 2012:696); how patients’ drug-taking behaviour coincides with recommendations by the healthcare provider (Grégoire & Moisan, 2016:369).

There are three constructs that make up adherence: initiation or acceptance signifying the patient’s agreement with the recommended treatment and subsequent intake of the first dose of the treatment, compliance or implementation which involves following the prescribed schedule of treatment, and discontinuation which marks the end of the therapy, where treatment is stopped permanently. The time frame between acceptance and discontinuation is termed persistence (Grégoire & Moisan, 2016:369; Urquhart, 2001:473; Vrijens et al., 2012:696).

Figure 2-1 (adapted from Cramer et al., 2008:46; Grégoire & Moisan, 2016:369; Urquhart, 2001:473 and Vrijens et al., 2012:696) depicts the three constructs of adherence and how they relate to each other.
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**Figure 2-1:** Constructs of adherence

According to Cramer et al. (2008:46), compliance can be defined as the process of abiding with healthcare provider recommendations that pertain to the dosage, timing and frequency of medicines,
reflecting the magnitude of agreement with the prescribed regimen of therapy, while persistence refers to the time from the initiation of therapy to when it is discontinued permanently. Persistence is measured in time, the common unit being days although months and years could also be used (Burnier, 2006:1191; Peterson et al., 2007:6).

2.4 Study designs used in pharmacoepidemiology

Morroni and Myer (2014:78) refer to a study design as a structured procedure which a researcher follows to address a research question. Study designs used pharmacoepidemiology differ in terms of the number of observations being made, units of observations (whether individual or group), period of time between measurement of exposure and disease, methods by which data are collected and the direction in which exposure is measured relative to outcome (Friis & Sellers, 2009:242). The choice of study design to be employed in pharmacoepidemiology must be considered critically as this has important consequences for the interpretation of results (Sturmer & Brookhart, 2013:21).

Study designs may be experimental or interventional, whereby the investigator manipulates the exposure of interest, or observational in which there is no interaction between the investigator and the exposure being studied (Friis & Sellers, 2009:243; Morroni & Myer, 2014:78; Strom, 2013d:27; Waning & Montagne, 2001:45).

Observational study designs may also be descriptive or analytical. Descriptive observational studies (case reports, case series and cross-sectional studies) give insight into the progress of disease and drug-related problems in a group of people whereas analytical observational studies (ecological studies, case-control studies and cohort studies) rely on the use of new data and are applied to examine causal relationships (Waning & Montagne, 2001:46).

In experimental studies, the researcher aims to influence outcomes by treatment or by altering a disease determinant (Morroni & Myer, 2014:91), compare the advantages of an intervention with current or no treatment or show the existence of a causal relationship (Waning & Montagne, 2001:63). Experimental studies can be distinguished from quasi-experimental studies by the presence of randomization, the process whereby study subjects have equal chances of being assigned to one study group or another (Friis & Sellers, 2009:244; Harpe, 2011:41).

The order in which exposure information is gathered relative to the occurrence of a disease or drug problem is also used to classify study designs (Rothman et al., 2008:95). Studies may be prospective, in which the study population is identified at the beginning of the study and observed forward in time, or retrospective, in which the research question is addressed using data that have been previously
collated and recorded (Morroni & Myer, 2014:88; Waning & Montagne, 2001:46). Novel study designs have been postulated and successfully applied to address certain shortfalls in already existing study designs with particular reference to sampling. For example, nested case-control, case-cohort and multi-time case-control designs are new sampling designs within cohort studies which allow accurate estimation of relative risk measures (Rothman et al., 2008:122; Schneeweiss & Suissa, 2013:327). There are also designs applicable to pharmacoepidemiology that synthesise knowledge using parts of clinical experience or medical literature and statistical analyses in an attempt to clarify uncertainty and to facilitate policy level decision-making. Meta-analysis and decision-analysis are examples of such quantitative synthesis study designs (Petitti, 2000:2).

Figure 2-2 (compiled from Friis & Sellers, 2009:243; Harpe, 2011:41; Morroni & Myer, 2014:78; Petitti, 2000:2; Rothman et al., 2008:95; Strom, 2013d:27; Schneeweiss & Suissa, 2013:327 and Waning & Montagne, 2001:46) depicts the study designs used in pharmacoepidemiology.
Figure 2-2  Study designs used in pharmacoepidemiology studies
Each study design will be discussed further, together with its characteristics, strengths, shortfalls, and applications and summarised in Table 2-1 to highlight the similarities and differences that exist among them.

2.4.1 Case reports and case series

A ‘case report’ is a study design that details an individual patient’s clinical experience with a specific medication, and a ‘case series’ is one that describes the clinical experience of a collection of patients with a common exposure and investigation into their clinical outcomes (Harpe, 2011:44; Strom, 2013d:22). Case reports are deemed the most basic form of descriptive study designs, generating hypothesis about the effects of drug which can be further investigated by more stringent study designs (Friis & Sellers, 2009:146; Strom, 2013d:23), while case series offer a larger population for observation permitting inference of summary measures that assist in drawing firmer conclusions than with case reports (Friis & Sellers, 2009:146).

Despite the relatively simplistic nature of case reports and case series, they are useful study designs as they provide less expensive and easy methods for raising hypotheses (Bhopal, 2002:233; Harpe, 2011:44; Strom, 2013d:22). Bhopal (2002:233) asserts that case series can be applied to study signs and symptoms of diseases as well as mortality and morbidity rates and to define diseases. Verhamme and Sturkenboom (2010:69) add that case series are important for the detection of safety signals of drugs. Case reports and case series, however, do not offer enough proof of causal relationships, limiting their usefulness in pharmacoepidemiological studies (Bhopal, 2002:233; Strom, 2013d:22; Verhamme & Sturkenboom, 2010:69).

2.4.2 Cross-sectional studies

Cross-sectional studies, also known as prevalence studies, involve measuring both exposure and outcomes among a group of people at a specified point in time (Bhopal, 2002:242; Harpe, 2011:45, Verhamme & Sturkenboom, 2010:69; Waning & Montagne, 2001:51).

The focus of the cross-sectional study design is on simultaneous collection of information on disease or drug-related problem, characteristics of the population as well as the risk factors (Bhopal, 2002:242; Harpe, 2011:45). According to Morroni and Myer (2014:82), cross-sectional studies are comparatively simple and less expensive to carry out and are applicable for evaluating the healthcare needs of a given population. Prevalence studies can yield valuable details on the burden of a disease and other important variables in a population (Bhopal, 2002:245; Verhamme & Sturkenboom,
These studies are also vital in forecasting the future spread of diseases and health-related conditions (Waning & Montagne, 2001:52).

As with the other descriptive studies, cross-sectional studies cannot be used to make inferences about any possible cause-effect relationships (Friis & Sellers, 2009:262; Verhamme & Sturkenboom, 2010:69; Waning & Montagne, 2001:52). Cross-sectional studies are not effective designs to be used for identifying seasonal variations, diseases which have short incubation periods or those for which rates in a population are low (Waning & Montagne, 2001:52).

**2.4.3 Ecological studies**

Ecological studies or analyses of secular trends are designs that study patterns in an exposure and an outcome that are thought to be cause and effect, respectively, and examines the possible overlap of these patterns for a population over time or across geographical boundaries (Strom, 2013d:23; DiPietro, 2010:976). Groups or collections of people are the unit of analysis in ecological studies (Bhopal, 2002:262; Friis & Sellers, 2009:249) and it is required that relevant information on the populations of interest be available for exposure and distributions of diseases to be assessed (Rothman *et al.*, 2008:99). Ecological studies involve the application of vital statistics (Strom, 2013d:23), which are usually analysed using correlation analysis (Friis & Sellers, 2009:251).

Analyses of secular trends play an important role in studying variables that can only be measured aggregately, such as environmental factors, and help to study the influence of such variables on health (Morroni & Myer, 2014:91). Strom (2013d:24) and Morroni and Myer (2014:91) agree that ecological studies are simple and rapidly generate hypotheses as well as evidence in support or against already existing hypotheses. Ecological studies have been found to be of particular significance in cases where little variation exists within the population with reference to a relevant exposure (Morroni & Myer, 2014:91). This study design is, however, plagued by the disadvantage of ‘ecological fallacy’, a bias in which conclusions are drawn at a single patient level after aggregate data has been used (Friis & Sellers, 2009:248; Harpe, 2011:44; Morroni & Myer, 2014:91). Findings in ecological studies are complex to interpret since the relationship between exposure and outcomes are not measured in each individual and it is not possible to examine whether exposed individuals developed the significant outcome (DiPietro, 2010:976; Morroni & Myer, 2014:91). Confounding variables are difficult to account for in ecological studies since the analyses do not differentiate factors are likely to cause an outcome among exposures whose trends coincide with disease trends (Strom, 2013d:24).
2.4.4 Case-control study design

Case-control design involves an analytical, observational investigation that is comparative by nature, contrasting people who have a disease or drug-related problem (cases) with those without it (controls) with reference to precursory exposures (Bhopal, 2002:247; Gordis, 2014:190; Strom, 2013d:24; Szkelo & Nieto, 2007:23; Waning & Montagne, 2001:52). According to Waning and Montagne (2001:53), a distinct characteristic of case-control study is the identification of cases based on their disease status and the design entails the formulation of study questions, selection and collation of cases, selection and matching of controls, exposure determination in all study subjects, and the subsequent analysis and interpretation of data.

Among the benefits offered by case-control designs is their relatively quick, easy and cost-effective computing (Friis & Sellers, 2009:276). Case-control designs require smaller sample sizes and rely on retrospective data that facilitate their rapid performance at relatively less expensive costs (Strom, 2013d:24; Waning & Montagne, 2001:52). In the study of multiple causes for a particular outcome, case-control studies are of particular significance as the same cases and controls can be used to investigate several risk factors and exposures concurrently (Harpe, 2011:47; Morroni & Myer, 2014:86; Strom, 2013d:24). By using case-control designs, rare diseases and diseases with longer latency periods can efficiently be studied since with this design, subjects already have the disease of interest (Morroni & Myer, 2014:86; Strom, 2013d:24; Waning & Montagne, 2001:52).

Limitations of case-control designs include their inability to estimate incidence and risks of diseases, difficulties in identifying cases and controls that are representative and the presence of selection, information and recall biases (Friis & Sellers, 2009:276; Harpe, 2011:47; Morroni & Myer, 2014:86; Strom, 2013d:24; Waning & Montagne, 2001:52). Waning and Montagne (2001:52) and Harpe (2011:48) concur that case-control designs are inefficient in the study of rare exposures such as drugs that are scarcely used.

2.4.5 Cohort study design

A cohort is defined as a group of people or a population that can be distinguished by some characteristics they have in common (Bhopal, 2002:251; Friis & Sellers, 2009:252; Rothman & Greenland, 2008:100). A cohort study design is thus one in which the investigator identifies a cohort (consisting of both exposed and unexposed subjects) who are free of a disease of interest and follows them up forward in time, relating them to subsequent development of the disease or outcome (Etminan & Samii, 2004:964; Gordis, 2014:179; Sturmer & Brookhart, 2013:24). Although cohort
studies basically compare exposed and unexposed subjects, they can occasionally be applied to compare different exposures (Strom, 2013d:24) and allow for actual estimation of incidence since they follow up on subjects to identify development of outcomes (Sturmer & Brookhart, 2013:24). Figure 2-3 (adapted from Bhopal, 2002:247; Gordis, 2014:190; Strom, 2013d:25; Szklo & Nieto, 2007:23 and Waning & Montagne, 2001:52) gives a pictorial illustration of the cohort study design.

Contrary to the assertion made by Waning and Montagne (2001:56) that cohort study designs are prospective by nature, Strom (2013d:25), Szklo and Nieto (2007:22), Gordis (2014:183) and Harpe (2011:49) argue that cohort studies may be prospective, retrospective or of a mixed approach depending on when the cohort is identified comparative to the commencement of the study. In the prospective (concurrent) cohort study, the investigator identifies the cohort at the beginning of the study and follows them forward through calendar time for the occurrence of the outcome of interest (Morroni & Myer, 2014:88). Cohorts are identified in the past using existing information and observed to the present time in retrospective (historical) (Szklo & Nieto, 2007:23) whereas it is possible to perform a cohort study in which exposure data are based on existing information and follow up and outcome measurement continue into the future (Gordis, 2014:183; Morroni & Myer, 2014:88). Cohort studies may also be open or dynamic, in which the size can vary with time with the joining or leaving of subjects, or closed, in which subjects may not enter nor leave the study (Harpe, 2011:49; Waning & Montagne, 2001:57).
The identification and selection of study subjects who are free of an outcome of interest and subsequent follow-up to identify the occurrence of the outcomes make cohort designs suitable for propounding relationships between exposures and outcomes (Harpe, 2011:48; Morroni & Myer, 2014:89; Strom, 2013d:25). Furthermore, from a single exposure, cohort studies can be applied to study several outcomes (Harpe, 2011:49; Morroni & Myer, 2014:89; Waning & Montagne, 2001:56) an advantage that is significant in postmarketing drug surveillance studies which focus on identifying potential effects of a new drug (Strom, 2013d:25). According to Friis and Sellers (2009:318), the cohort study design permits the determination of risks and incidence of diseases and provides evidence of time lapse between exposure and incidence of disease. However, studies that use the cohort design are plagued with problems of being expensive, time-consuming and requiring large sample sizes for conduct (Friis & Sellers, 2009:318; Strom, 2013d:25; Waning & Montagne, 2001:56). Cohort studies are susceptible to limitation to sample size as a result of loss-to-follow up (Friis & Sellers, 2009:318; Morroni & Myer, 2014:89, Waning & Montagne, 2001:56) and are inefficient for studying rare outcomes and diseases (Morroni & Myer, 2014:89; Waning & Montagne, 2001:56).

2.4.6 Study designs based on efficient sampling within a cohort study

Recent years in research have seen considerable focus on exploiting features and advantages of cohort and case-control studies by combining elements of both and the development of hybrid or ambi-directional study designs (Gordis, 2014:203; Szklo & Nieto, 2007:27). According to Schneeweiss and Suissa (2013:326), these hybrid designs (nested case-control design, case-cohort design and multi-time case-control design) that depend on sampling within cohorts’ counter time, cost and resource restraints of traditional cohort designs and account for multiple confounding factors by matching cases and controls within cohorts. These efficient sampling designs rely on selection of subjects with the event of interest from the cohort but can be distinguished from each other on the basis of the approach for the selection of controls or non-cases (Gordis, 2014:203; Schneeweiss & Suissa, 2013:326; Szklo & Nieto, 2007:27).

In nested case-control study designs, a risk-set sampling approach is used whereby cases are compared with cohort members at chance of the outcome being investigated at the time each case occurs (Etminan, 2004:1106; Schneeweiss & Suissa, 2013:327) and matched on calendar time and follow-up length (Gordis, 2009:205). By this method of control selection, a control may later develop the disease and become a case (Gordis, 2014:205; Szklo & Nieto, 2007:27), and the study subject may thus be a control more than once in the study, necessitating the time-matched nature of cases and controls selection (Schneeweiss & Suissa, 2013:327). The nested case-control study design
allows for better confounding control through its use of matching (Etminan, 2004:1107; Friis & Sellers, 2009:316), better measurement of time-dependent exposures (Etminan, 2004:1107) as well as less complex statistical analysis (Etminan, 2004:1107; Szklo & Nieto, 2007:27). Limitations with this design arise where subjects are not permitted to be selected more than once, leading to the introduction of bias in the relative risk estimation since longer-term cases who do not develop the disease during follow up are more likely to be selected as controls (Schneeweiss & Suissa, 2013:327).

To improve the efficiency of the traditional case-control design when dealing with time-variant exposures and acute effects, the multi-time case-control study design expands the number of observations per control — an important approach when the cost at which additional controls can be obtained, is high (Suissa et al., 2010:882). This approach increases odds ratio precision in a case-control study in which there are transient or acute time-varying exposures. Suissa et al. (2010:881) assert that this study design is innovative because it estimates the probability of exposure among controls using an expanded time interval approach. The study design works on the assumption that the ratio does not change with duration of exposure and thus the multi-time case-control is appropriate for acute exposures but not chronic exposures or where latencies are being studied (Suissa et al., 2010:882).

Each participant in the cohort has an even chance of selection as a control, irrespective of the case or control status, in a case-cohort study design (Gordis, 2014:205; Szklo & Nieto, 2007:28). Unlike in the nested case-control design, the time a subject has contributed to the person-time encounter of the cohort is of no relevance in this study (Gordis, 2014:206; Rothman et al., 2008:123). A significant benefit of this design is its ability to facilitate the conduct of different case-control studies from a single cohort because controls are not matched (Gordis, 2014:205; Rothman et al., 2008:123; Szklo & Nieto, 2007:28). The case-cohort design has a simple sampling approach, which is an added advantage because it is easily comprehensible and facilitates simpler computer programming and allows for convenient external comparisons to be made (Schneeweiss & Suissa, 2013:327). Risk factor distribution, as well as prevalence rates that are required for the estimation of attributable risks, can be obtained when case-cohort study designs are used where the baseline cohort is representative of its source population (Szklo & Nieto, 2007:29). Schneeweiss and Suissa (2013:327) note that case-cohort designs are limited in analysis which has to account for the overlap of members of the cohort between successive risk sets. Another disadvantage identified by Rothman et al. (2008:124) is the need for selection of more controls to manage the imbalance caused by membership overlap and to ensure that statistical precision is maintained.
2.4.6.1 Case-crossover, case time-control and self-controlled case series study designs

Assessment of risks of acute adverse events that result from transient exposures is challenging in pharmacoepidemiology due to the acute nature of the adverse events, confounding by indication and difficulties in determining exposure timing (Schneeweiss & Suissa, 2013:328). Conventional study designs have not been efficient in studying such acute events and this has led to the development of case-crossover, case time-control and self-controlled case series; new study designs that are able to address these complexities.

The following sections discuss novel study designs applied in pharmacoepidemiology to address the limitations of the conventional study designs.

2.4.6.2 Case-crossover study designs

The case-crossover design is used to study acute outcomes in conditions where the exposure is thought to be transient with its effect taking place within a short time (Gordis, 2014:206; Szklo & Nieto, 2007:32). With this design, a case acts as its own control, with the exposure pattern being compared when an outcome occurs (event time) and at some other prior time (control time) (Etminan & Samii, 2004:966; Harpe, 2011:51; Szklo & Nieto, 2007:32). The differences in exposure rates at these times are subsequently used to approximate an odds ratio of the event related to the said exposure (Delaney & Suissa, 2009:54).

Three assumptions are critical to the effective carrying out of case-crossover studies: the study must inevitably involve an acute adverse event suspected to be caused by a temporary drug exposure, the effect period must be known accurately and data on the drug exposure pattern for each case must be reliably obtained over a sufficiently long time period (Schneeweiss & Suissa, 2013:329). Control selection bias is eliminated, and resource savings made in this study design as cases serve as their own controls, ruling out the need to recruit and collect information on another control group (Donnan & Wang, 2001:259; Gordis, 2014:208).

An important strength of this design lies in its inherent ability to account for time-invariant confounders, including indications for drug use (Delaney & Suissa, 2009:59; Etminan & Samii, 2004:966; Schneeweiss & Suissa, 2013:328; Szklo & Nieto, 2007:33). The case-crossover study design, however, cannot be used for the study of drugs used to manage chronic conditions that require constant use of medication (Donnan & Wang, 2001:259) nor for the study of adverse events that happen because of long periods of exposure (Schneeweiss & Suissa, 2013:329). Confounders that change over time can also not be adjusted for by this design (Delaney & Suissa, 2009:57) and
this causes a bias in the risk ratio estimation (Delaney & Suissa, 2009:57). Etminan and Samii (2004:967) and Gordis (2014:208) believe recall bias may be a problem in this design as cases may not be able to recollect accurately their exposure to drugs being studied.

An expansion of the case-crossover study design that deals with confounding by indication, taking into account drug utilisation changes over time, is the case-time-control design (Donnan & Wang, 2001:260; Etminan & Samii, 2004:967; Schneeweiss & Suissa, 2013:329). Confounding by indication is thought to occur when an outcome is associated with a particular exposure when in reality, it is as a result of disease severity (Etminan & Samii, 2004:967). This approach accounts for patterns in drug use over time and provides unbiased odds ratio estimates in the presence of confounding by indication even though drug indication is not measured because within-subject analysis is used (Schneeweiss & Suissa, 2013:329).

2.4.6.3 Self-controlled case series designs

Self-controlled case series designs use data on cases only to study temporal associations between time-variant exposures and adverse events (Whitaker et al., 2009:7). The design is thus best suited to transient exposures and acute outcomes in which exposure risk periods are defined clearly (Petersen et al., 2016:1; Whitaker et al., 2009:13). This approach is considered bidirectional (Hallas & Pottegård, 2014:584; Maclure et al., 2012:51) because of its inclusion of controlled time from before and after the exposure (Maclure et al., 2012:51).

To be applicable, the self-controlled case series depends on three assumptions: that outcomes occur in a non-homogeneous Poisson process, that when an outcome arises, it does not alter the chances of occurrence of a successive exposure and that an outcome’s occurrence neither influences nor censors the period of observation (Whitaker et al., 2009:12).

Self-controlled case series are efficient designs in terms of resources and sample size (Layton & Shakir, 2012:326) as well as efforts in data collection (Whitaker et al., 2009:10). Adjusting for time-invariant confounding factors is an essential attribute of the self-controlled case series design (Layton & Shakir, 2012:326; Petersen et al., 2016:2; Whitaker et al., 2009:11). Hallas and Pottegård (2014:587) noted that this design may be used for the study of drugs with indefinite use, adding, however, that the design is limited by its dependence on complex data processing and analysis.
2.4.7 Interventional designs

In interventional study designs, the researcher actively exerts some influence on outcomes by changing the determinants of exposure or through treatment (Harpe, 2011:41; Morroni & Myer, 2014:91). Interventional or experimental studies are prospective in nature and usually investigate therapies that minimise disease occurrence or preventive interventions (Waning & Montagne, 2001:64; Morroni & Myer, 2014:91). A vital significance of interventional designs is their ability to determine causal relationships (Harpe, 2011:40).

Although randomisation is a key feature of pure experimental designs that enables control of confounding, it is not always feasible to randomly assign study subjects and for this reason, quasi-experimental designs play a significant role in research (Harpe, 2011:41; Harris et al., 2006:16; Morroni & Myer, 2014:91; Thompson & Panacek, 2006:245; White & Sabarwal, 2014:2).

2.4.7.1 Randomised controlled trials (RCTs)

Randomised controlled trials are deemed the most precise pure experimental study design, involving the random assignment of study subjects to an intervention or control group under the control of the investigator (Friis & Sellers, 2009:330; Harpe, 2011:41; Morroni & Myer, 2014:91). The results of an RCT are evaluated by comparing the occurrence of the outcome under investigation between the control and intervention groups (Morroni & Myer, 2014:91). Randomised controlled trials may be divided into clinical trials that assess outcomes in individual subjects or community trials that investigate effects in a large group of people (Friis & Sellers, 2009:330; Morroni & Myer, 2014:91; Rothman et al., 2008:87; Waning & Montagne, 2001:46).

According to Lesko and Mitchell (2013:269), RCTs are reckoned the ‘gold standard’ against which other study designs are judged. This standard can be attributed to its strength of being the only real test of causal relationship (Harpe, 2011:40; Lesko & Mitchell, 2013:269; Waning & Montagne, 2001:64).

Blinding, the process in which study subjects are unaware of the group of assignment, is employed in RCTs, an added advantage of RCTs since it reduces biases in assessment (Friis & Sellers, 2009:337; Waning & Montagne, 2001:64). Morroni and Myer (2014:95) add that RCTs provide the most robust information about drug safety and efficacy.

Randomised controlled trials are not devoid of problems. The design is complex, time-consuming, expensive and artificial; not reflecting the natural environment in which drugs are used (Morroni &

2.4.7.2 Quasi-experimental study designs

Quasi-experimental study designs, also known as ‘before-after’ or ‘pre-post intervention’ design, aim to assess the effect of an intervention without randomisation (Harris et al., 2006:17; Layton & Shakir, 2012:832; Morroni & Myer, 2014:96). The design is important in situations where randomisation is not possible because of logistical, ethical, political or sample size challenges (Harpe, 2011:42; Harris et al., 2006:17; White & Sabarwal, 2014:2) but where repeated measurements before and after a change can be made (Harpe, 2011:42). This approach is well-suited to the evaluation of new policies or programs, for the determination of the impact of formulary changes on the prescription behaviours of prescribers (Harpe, 2011:41).

According to White and Sabarwal (2014:10), quasi-experimental designs allow for the conduct of evaluations in settings that reflect the real environment of use of medications. The design can be applied to validate methods of therapy or to establish potential causal relationships, sometimes serving as a precursor study for establishing a rationale for further studies using true experimental designs (Thompson & Panacek, 2006:245). Quasi-experimental study designs are, however, limited by their lack of random assignment which hinders the ability to account for vital confounders, as well as regression to the mean, which can lead to inaccurately concluding that an outcome is as a result of an intervention when it is actually due to chance (Harris et al., 2006:18; Layton & Shakir, 2012:832).

2.4.8 Quantitative synthesis study designs

Meta-analysis and decision analysis seek to link research and practice (Byers & Stullenbarger, 2003:194) by synthesising knowledge, from clinical experience or medical literature, to provide answers to defined problems (Petitti, 2000:2). These designs are important for disseminating research findings to policy makers and practitioners (Byers & Stullenbarger, 2003:202) and are considered quantitative designs in that they use statistical and numerical analysis to create wholesome evidence that are relevant for clinical and public policy formulation in healthcare (Petitti, 2000:2). Already in 2003, Byers and Stullenbarger (2003:193) noted that meta-analysis has been the benchmark of synthesis research for the past few decades, with decision analysis emerging as an alternative in more recent years.
2.4.8.1 Meta-analyses

Porta (2014:154) defines meta-analysis as “a statistical analysis of results from separate studies, examining sources of differences in results among studies, and leading to a quantitative summary of the results if results are judged sufficiently similar to support such synthesis”. Where individual studies do not have sufficient power to establish associations, meta-analyses are valuable since they explore heterogeneity in a collection of studies and variations in responses as well as generalisabilities that can precipitate more potent management or modifications in treatment (Attia et al., 2002:297; Haidich, 2010:30). Meta-analyses have both qualitative and quantitative components involving classifying studies according to features that have been pre-determined and statistically analysing information (Porta, 2014:154). The design relies on the premise that results combined from a group of investigators permit more precise and balanced effect evaluation than those from individual studies (Doi & Thalib, 2007:19; Haidich, 2010:30).

Applications of meta-analysis in pharmacoepidemiology include, inter alia, investigation of adverse effects, assessment of the use of existing therapies for emerging indications, and assessment of divergent outcomes among subgroups of patients (Berlin et al., 2012:740).

The benefits of meta-analyses include their ability to shorten time of research and to increase sample size and power for detecting drug effects as well as their resource efficiency (Berlin et al., 2012:743; Haidich, 2010:36).

Of critical concern is the issue of publication bias resulting from failure to include studies that are unpublished (Berlin et al., 2012:726; Einarson, 2008:397; Haidich, 2010:34; Harpe, 2011:51). Meta-analyses are also subject to limitations such as biases that are inherent in the original researches being combined and difficulties in combining excessively diverse studies (Berlin et al., 2012:726).

2.4.8.2 Decision analyses

Decision analysis is a quantitative study design that uses a sequential approach to analyse decisions under varying conditions and incorporates preferences, utility and outcomes (Byers & Stullenbarger, 2003:196). The design presents decision problems of interest as models and offers researchers the avenue to apply evidence-based medicine (EBM) to specific clinical scenarios (Aleem et al., 2008:138).

Results from decision analyses are applied to make decisions on patient management, to make policy recommendations and to inform individuals about choices where therapies are concerned
A decision analysis becomes an economic evaluation when it incorporates cost and plays a vital role in funding decisions concerning health (Prosser et al., 2012:3). Cost-effectiveness, cost-benefit, cost-minimisation, and cost-utility analyses are types of economic analyses used in pharmacoconomics (Hoomans & Severens, 2014:2; McGhan, 2010:4). Cost-effectiveness analysis compares medical strategies that produce a common outcome (Hoomans & Severens, 2014:3) with the goal to establish whether the outcomes expected from a preferred strategy are worth the costs (Ryder et al., 2009:220) whereas cost-utility is a subset of cost-effectiveness analysis which assesses outcomes using special outcome measure such as quality-adjusted life-years (QALY) and takes patients’ preferences into account (Rascati, 2014:72). Cost-minimisation analysis is used to compare the costs of interventions known to have equivalent medical effects with the aim of determining which intervention is the least expensive approach to achieving an outcome for a population (York Health Economics Consortium (YHEC), 2016a). Cost-benefit analysis compares interventions and their outcomes, expressing both costs and benefits in fiscal terms and allowing for the comparison based on a summary metric of net monetary benefit (YHEC, 2016b).

Decision analysis is unique in its ability to model multiple variables under various scenarios and in its ability to be adapted to individuals or groups of patients to facilitate decision-making. In addition, the approach permits the researcher to assess the relative worth of various options and to disseminate findings in a format that is appreciated and better understood by practitioners and policy makers (Byers & Stullenbarger, 2003:201). The most challenging feature of decision analysis is the accurate quantification of utility (Aleem et al., 2009:23; Byers & Stullenbarger, 2003:201) which is defined as the worth placed on an outcome based on personal or societal preference (Porta, 2014:61). According to Aleem et al. (2008:138), decision analysis is complex, requiring the researcher to take several dimensions of a scenario into consideration, it is time and information intensive and requires rigorous and robust analyses.

Table 2-1 (compiled from the references cited in section 2.4) summarises the study designs used in pharmacoepidemiological research in terms of their characteristics, strengths and weaknesses.
<table>
<thead>
<tr>
<th>Study design</th>
<th>Properties</th>
<th>Strengths</th>
<th>Weaknesses</th>
<th>Measures of association</th>
<th>Example of applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case reports</td>
<td>Descriptive observational</td>
<td>Easy to compute</td>
<td>There is not enough evidence to establish causal relationships</td>
<td>No measure of association</td>
<td>A study of iatrogenic subcutaneous emphysema of endodontic origin (Mishra et al., 2014:279)</td>
</tr>
<tr>
<td>Case series</td>
<td>Investigate the natural history of outcomes and case definitions</td>
<td>Relatively inexpensive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>For hypotheses generation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross-sectional study design</td>
<td>Descriptive observational</td>
<td>Easy and quick to carry out</td>
<td>Inferences cannot be made about possible cause-effect associations</td>
<td>Prevalence ratio</td>
<td>An investigation of the role of inflammation and cardiovascular risk in rheumatoid arthritis patients (Sandoo et al., 2012:1)</td>
</tr>
<tr>
<td></td>
<td>Investigate disease distribution in a population and the characteristics of the population</td>
<td>Relatively inexpensive</td>
<td>Incidence cannot be identified</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Results reported on the overlap of trends in exposures and outcomes</td>
<td></td>
<td>Seasonal variations cannot be studied</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ecological studies</td>
<td>Observational</td>
<td>Simple and rapid generation of hypotheses</td>
<td>‘Ecological fallacy’</td>
<td>Correlation coefficient</td>
<td>Study of the relationship between mortality and suicide in England with reference to antidepressant prescribing (Morgan et al., 2004:1)</td>
</tr>
<tr>
<td>(Analyses of secular trends)</td>
<td>Groups of people are the units of analysis</td>
<td>Inexpensive</td>
<td>Findings from this design are complex to interpret</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Results reported on the overlap of trends in exposures and outcomes</td>
<td></td>
<td>It is difficult to control confounding when this design is used</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case-control study design</td>
<td>Analytical observational</td>
<td>Requires a relatively smaller sample size</td>
<td>Does not estimate incidence and outcome risks</td>
<td>Odds ratio</td>
<td>A study of acute and clinically relevant drug-induced liver injury (de Abajo et al., 2004:71)</td>
</tr>
<tr>
<td></td>
<td>Study participants are chosen based on outcome status</td>
<td>Studies multiple exposures</td>
<td>Rare outcomes and diseases with long latency periods can be studied</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rare outcomes and diseases with long latency periods can be studied</td>
<td>Relatively faster and less expensive to carry out</td>
<td>Rare exposures cannot be studied</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relatively faster and less expensive to carry out</td>
<td></td>
<td>Susceptible to selection, information and recall bias</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study design</td>
<td>Properties</td>
<td>Strengths</td>
<td>Weaknesses</td>
<td>Measures of association</td>
<td>Example of applications</td>
</tr>
<tr>
<td>------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Cohort</strong></td>
<td>Analytical observational</td>
<td>Several outcomes can be studied</td>
<td>A large sample size is required</td>
<td>Relative risks</td>
<td>A research into the relationship between non-steroidal anti-inflammatory drugs and the risk of serious coronary heart disease (Ray et al., 2002:118)</td>
</tr>
<tr>
<td></td>
<td>Study subjects selected based on exposure</td>
<td>Incidence and outcome risks can be estimated</td>
<td>There may be loss to follow up if performed prospectively</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Allows for proposal of temporal relationships</td>
<td>Inefficient for investigating rare outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Investigate rare exposures</td>
<td>May be costly and time consuming if performed prospectively</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nested case-control</strong></td>
<td>Based on coherent sampling within a cohort</td>
<td>Matching allows for controlling confounding</td>
<td>Loss-to-follow-up</td>
<td>Odds ratio</td>
<td>A study of the outcomes of non-steroidal anti-inflammatory drugs on the risks and stages of breast cancer (Sharpe et al., 2000:112)</td>
</tr>
<tr>
<td></td>
<td>Type of case-control conducted within a defined cohort</td>
<td>Time-dependent exposures can be measured and studied</td>
<td>If outcome of interest is rare, the results may not be representative of all controls</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Involves matching based on time of enrolment of cases and other specified variables</td>
<td>Requires less complex statistical analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Multi-time Case-control</strong></td>
<td>Based on efficient sampling within a cohort</td>
<td>Increases the precision of the odds ratio</td>
<td>Not appropriate for the study of chronic exposures or where latency is being studied</td>
<td>Odds ratio</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Measures exposure at more than one point in time leading to an increased number of observations per control</td>
<td>Allows for estimation of probability of exposure among controls</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appropriate for the study of acute exposures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Case-cohort</strong></td>
<td>Based on efficient sampling within a cohort</td>
<td>Different case-control studies can be conducted from a single cohort</td>
<td>Analysis must account for possible overlap of cohort members</td>
<td>Odds ratio</td>
<td>An investigation of drug-associated agranulocytosis (Vander Klauw et al., 1999:369)</td>
</tr>
<tr>
<td></td>
<td>Controls are selected randomly from the cohort irrespective of time contributed to person-time experience</td>
<td>A simple sampling approach is used</td>
<td>There may be a need to select more controls to manage the possible overlap</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study design</td>
<td>Properties</td>
<td>Strengths</td>
<td>Weaknesses</td>
<td>Measures of association</td>
<td>Example of applications</td>
</tr>
<tr>
<td>------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| Case-crossover         | Assesses individual at the point of exposure and at another time when there is no exposure  
                          | Case serves as own control and is studied at the event and control time  
                          | Investigate transient exposures and acute outcomes | Eliminates control bias  
                          | Accounts for time-invariant confounders | Chronic events cannot be studied  
                          | Time-dependent confounding variables cannot be controlled  
                          | Susceptible to recall bias  
                          | Limited use in claims data | Odds ratio | A study of montelukast and the risk of Churg-Strauss syndrome (Hauser et al., 2008:677)                                                                 |
| Case-time-control      | Expansion of case-crossover that accounts for drug utilisation over time  
                          | Accounts for confounding by indication  
                          | Can be used to investigate time trends in drug use and exposures  
                          | Time-dependent confounders cannot be controlled | Odds ratio | A research into the risk of congenital abnormalities associated with the use of phenobarbital, phenytoin, or diazepam in pregnancy and (Kjær et al., 2006:181) |
| Self-controlled case series | Bidirectional study that uses data on cases only to investigate temporal relationship between time-variant exposures and outcomes  
                          | Investigate transient exposures and acute outcomes | Resource efficient  
                          | Small sample size required  
                          | Adjusts for time-invariant confounders  
<pre><code>                      | Investigate drugs with indefinite use | Data processing and analysis is complex | Odds ratio | An investigation of the relationship between intake of orlistat and the risk of acute liver trauma (Douglas et al., 2013:1) |
</code></pre>
<table>
<thead>
<tr>
<th>Study design</th>
<th>Properties</th>
<th>Strengths</th>
<th>Weaknesses</th>
<th>Measures of association</th>
<th>Example of applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomized controlled trial</td>
<td>Intervventional study design: investigator exerts control</td>
<td>Controls for unknown confounders</td>
<td>Complex</td>
<td>Relative risk</td>
<td>A study of the effect of chronic vitamin E supplementation on cardiovascular events and cancer (Walsh, 2005:1823)</td>
</tr>
<tr>
<td></td>
<td>Randomisation is used</td>
<td>Only real test of causal relationships</td>
<td>Time consuming</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>May be carried out on an individual (clinical trial) or on a group of people</td>
<td>Blinding is used to reduce bias</td>
<td>Most expensive design</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Community trial)</td>
<td>Provides robust information on drug efficacy and safety</td>
<td>May not be feasible due to legal, ethical and logistical constraints</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quasi-experiments</td>
<td>Intervential: researcher exerts control</td>
<td>Allows for the validation of various therapies</td>
<td>Absence of randomisation introduces bias</td>
<td>Relative risk</td>
<td>An examination of the differences in the use of antidepressants by young people and suicidal tendencies after FDA warning and media coverage (Lu et al., 2014:1)</td>
</tr>
<tr>
<td></td>
<td>No randomisation is used</td>
<td>Establishes potential causal relationships</td>
<td>Regression to the mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meta-analyses</td>
<td>Quantitative synthesis design</td>
<td>Shortens research time</td>
<td>Publication bias</td>
<td></td>
<td>An analysis of the epidemiology of corticosteroid-induced osteoporosis (Van Staa et al., 2002:777)</td>
</tr>
<tr>
<td></td>
<td>Classifies studies according to predetermined features and statistical analyses to generate conclusions about a body of research</td>
<td>Increases sample size and power</td>
<td>Susceptible to biases inherent in original studies</td>
<td>If based on RCT, Relative risk is used</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Resource efficient</td>
<td>Good source of evidence for clinical decision making</td>
<td>Susceptible to difficulties in combining excessively diverse studies</td>
<td>If based on observational studies, Relative risk or odds ratio used</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study design</td>
<td>Properties</td>
<td>Strengths</td>
<td>Weaknesses</td>
<td>Measures of association</td>
<td>Example of applications</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
<td>-----------</td>
<td>------------</td>
<td>-------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Decision analyses</td>
<td>Quantitative synthesis design Uses chronological methods to analyse decisions Can be economic decision analysis if cost is incorporated: Cost-effectiveness Cost-utility Cost-minimisation Cost-benefit</td>
<td>Allows for the assessment of relative worth of various options Allows results to be presented and disseminated in a model form which is better appreciated by practitioners and policy makers Allows for tailored assessment of decision options based on individual patients Incorporates patients’ preferences where utilities are obtained from patients</td>
<td>Process is complex Requires accurate quantification of utilities Time and information sensitive Requires rigorous statistical analyses</td>
<td></td>
<td>Decision analyses of treatment for patients who had biochemical failure after therapy on prostate cancer (Shimizu et al. 2007:763)</td>
</tr>
</tbody>
</table>
2.5 Sources of data for pharmacoepidemiological research

According to Friis and Sellers (2009:204), the findings of a study are only as good as the data upon which it is established, an assertion that is relevant to pharmacoepidemiological studies as well.

Pharmacoepidemiological studies utilise data that are prospectively collected for a study’s specific purpose (de novo collection of data), known as primary data or secondary data which have previously been collated for some other purposes (Harpe, 2011:55). Primary data, collated in the field for pharmacoepidemiological studies, are called “field studies” or “ad hoc studies” and typically comprise of cohort, case-control, cross-sectional designs, post-marketing randomised surveillance, case-control surveillance, and prescription-event monitoring, among others (Kaufman, 2013:178). Secondary data are, however, pre-existing, having been collected for other purposes such as for addressing a previous hypothesis or for some administrative process and offer the researcher limited control over the quality and accuracy of information received (Harpe, 2011:56).

According to Richter et al. (2016:84), the use of primary data allows for the effective monitoring of patients and thus ensures high quality of data which, together with the availability of clinical data, offers vital insights that may not be readily available when secondary data is used. Primary data also permit the investigator’s influence over the type and amount of data collected as well as the validation of such data (Harpe, 2011:56). Collecting primary data is, however, relatively more expensive and time-consuming than collecting secondary data (Mullner, 2009:368; Harpe, 2011:56) and may be subject to certain biases, such as selection and recall bias, which are often affiliated to data collection procedures (Harpe, 2011:56). Secondary data may, however, be incomplete for research because they are typically collected for other reasons, may lack information on vital confounding variables and may be difficult to validate (Harpe, 2011:56; Torre & Martins, 2012:140).

2.5.1 Field or ad hoc studies

Field or ad hoc studies are of particular significance in instances that require detailed information, such as particulars about over-the-counter medication use, habits and quality of life information that cannot be obtained from secondary data (Kaufman, 2013:178). Strom (2013e:195) categorises data obtained from case-control surveillance, prescription-event monitoring, and registries as ad hoc sources of data.
Case-control surveillance (CCS)

Case-control surveillance uses a case-control approach to evaluate the consequences of exposures and medications on the risk of severe diseases and includes the monitoring of prescription and non-prescription drugs, biologic components, as well as dietary supplements (Rosenberg et al., 2006:138).

Case-control surveillance relies on the interview of patients for long-term regular use of medication and details on potential modifiers and variables that confound the drug-disease association and subsequent comparison between cases with the event of interest and controls with other illnesses (Rosenberg et al., 2012:287). The capacity and ability to evaluate prescription and non-prescription medications, as well as dietary supplement use; identify and control potential confounding factors, provide accurate diagnosis classification; assess the effects of exposures using its high statistical power and evaluate if outcomes of long-term drug use are beneficial traits of this source of data. Case-control surveillance is, however, limited by potential selection and reporting biases and exposure misclassification as well as lack or inaccurate dosage information (Rosenberg et al., 2012:291).

Prescription event monitoring (PEM)

New medicines intended to be used extensively in general practice as well as older drugs for which new indications have been found are targeted for active surveillance by prescription-event monitoring (PEM) and investigated by contacting general practitioners to request for medication use and outcomes information on medications use (Shakir, 2006:152). Prescription event monitoring uses an observational cohort approach and questionnaires as the major data-collection tool (Layton & Shakir, 2012:302).

Among the strengths of the PEM are the ability to provide large sample sizes for research, the representative nature of the data with regard to patients being treated in “real-world” clinical practice, the use of validated dispensed prescriptions to determine exposure which allows for accurate reporting of exposure data and the identification of patients with potential adverse events for further studies. The effectiveness of PEM is hindered by restriction of use to general practice only, selection bias, confounding and the use of a single-group cohort design which prevents the comparison with an unexposed comparator (Layton & Shakir, 2012:302; Shakir, 2006:152).
2.5.1.3 Registries

Gliklich et al. (2014:13) define patient registries as “an organised system that uses observational study methods to collect uniform data (clinical and other) to evaluate specified outcomes for a population defined by a particular disease, condition, or exposure, and that serves one or more predetermined scientific, clinical or policy purposes”.

Registries may be derived from a geographical area or from a clearly-defined underlying population, may be representative of an entire treated population or may depict patients who voluntarily enrol, may have comparators within a registry or may concentrate on a medical intervention or healthcare delivery approach. Conclusions drawn from a study based on a registry will thus differ subject to what is examined, and the sampling approach used (Dreyer & Velentgas, 2012:331).

Registries are essential for elucidating the natural history and course of a disease, investigating determinants of quality of life, assessing patient outcomes, studying variations in interventions and their resultant outcomes, and appraising both clinical and cost effectiveness of interventions (Gliklich et al., 2014:17). Dreyer and Velentgas (2012:334) add that registries gather information on a broad range of factors, allowing for the study of exposures, outcomes and potential modifiers and confounders. Registries can be adapted over time for the conduct of new research or lead to new hypotheses that can be further investigated but their diverse nature sometimes render them efficient only for addressing broad questions while the approach of participant recruitment may also subject them to selection bias (Dreyer & Velentgas, 2012:334).

2.5.2 Secondary data sources

2.5.2.1 Post-marketing spontaneous pharmacovigilance reporting systems

Spontaneous reporting systems have been an important source of data for pharmacoepidemiological research (Dweik et al., 2016:2; Pan et al., 2013:101). Waning and Montagne (2001:133) defined spontaneous reporting systems as “formal reporting systems designed to record, collate, and analyse the occurrence of adverse drug reactions”. The concept of spontaneous reporting systems hinges on voluntary reporting of suspected adverse events to designated centres or to pharmaceutical manufacturers who are subsequently obliged to forward the information to regulators (Pan et al., 2013:103).

Data collected from reporting centres are entered into adverse event databases (Pan et al., 2013:108) and assessed for patterns that suggest certain drug-outcome associations (Pan et al., 2013:108; Waning & Montagne, 2001:133), serving subsequently as a basis for further evaluation,
action by regulatory bodies or both (Pan et al., 2013:108). Observations made after marketing of drugs and at the point of care are often vital for enhancing existing knowledge on the safety profile of medications since they offer a channel to generate hypotheses on the safety of such drugs in the absence of other systematic approaches, ensuring the active participation of healthcare practitioners in post-marketing drug safety evaluation (Pan et al., 2013:108).

Pan et al. (2013:105) suggest that for an adverse event report to be complete, it must contain information on product name, demographics, adverse event description, confounders, start and stop dates of medication intake, as well as date of event onset, dosage regimen for drug use, results from biopsy or autopsy, and de-challenge and re-challenge, since the quality of the report submitted determines the validity of safety issues that are based on it. Spontaneous reporting account for all types of legitimate drugs used in all settings and are designed to be able to identify variables that are relevant to this goal, giving reporters the appropriate means of reporting all details of an adverse event (ENCePP, 2017:14). The strengths of this data source, as applied in pharmacoepidemiology, lie in its ability to facilitate safety signal detection that prompt study into proposed safety issues and, where necessary, action by the regulators; to offer a relatively inexpensive approach to study safety issues on a broad scope of medicines and to engage health professionals in drug safety surveillance, permitting more vigilant clinical observations and reporting of necessary information which may be absent in other sources of data such as the automated databases (Pan et al., 2013:112). Rare drug-related events may be identified using spontaneous reporting systems whiles comparisons may also be made among different drug groups (Avorn et al., 2013:74).

Limitations of the spontaneous reporting systems comprise its reliance on the quality of individual reports (ENCePP, 2017:15; Pan et al., 2013:113); the voluntary nature of reporting in most jurisdictions; the proportionality to duration of time a drug is available on the market, reporting being highest in the initial post-release phase and fading away as practitioners become more familiar with the drug; and the absence or insufficient information on confounding factors (Waning & Montagne, 2001:134). Potential duplication of reports which may misrepresent clinical conclusions and adversely affect statistical findings is also a disadvantage of the spontaneous reporting systems (ENCePP, 2017:15). Another significant problem of spontaneous reporting systems is underreporting which makes it impracticable to estimate population-based rates of adverse events since not all events in the population are submitted and the extent to which particular events are underreported cannot be accurately known (Pan et al., 2013:113).
2.5.2.2 Automated databases

Automated databases offer a cost-effective and efficient approach to studying medications after they have been released onto the market and are an essential source of data for pharmacoepidemiological research (Strom, 2013c:120; Torre & Martins, 2012:132). Takahashi et al. (2012:124) describe automated databases as electronically stored healthcare utilisation information that have been collected on a regular basis in daily clinical practice and note their increased use in healthcare research in recent years. Hennessy (2006:311) believes that automated databases can be used to study research questions that address issues about medication use and outcomes and assess the effects of programs devised to enhance drug use.

2.5.2.2.1 Types of automated databases

Databases employed in pharmacoepidemiological studies can be generally categorised into medical records databases or electronic health medical records and claims and other administrative databases (Hennessy, 2006:311; Strom, 2013c:119). Medical records databases are documented during outpatient care and are maintained for patients’ clinical care while administrative databases designed primarily for administrative purposes such as for reimbursements and offer information for health research as a by-product. Hennessy (2006:311) adds that data in medical records databases take a “doctor’s eye view” whereas administrative data represents an “accountant’s eye view”.

Claims databases are generated by information submitted to payers by healthcare service providers (physicians, pharmacists, hospitals and laboratories) for reimbursement for services provided (Hennessy, 2006:312). Databases usually contain information that are required for billing purposes such as dates of access of the medical service and associated diagnoses; the type of insurance cover; medical tests that are covered by the insurance; and prescription medications dispensed by the pharmacy (Torre & Martins, 2012:134). Medical record databases, generated by the increased computerisation of medical practice at the care level, primarily contain outpatient data, with inpatient data electronic medical record databases now being introduced and have the unique benefits of the inclusion of diagnosis data which is sometimes absent from the claims databases (Strom, 2013c:120). Hennessy (2006:312) concludes that, whereas medical records databases only account for prescription medications prescribed by the general practitioner, claims data are obtained from pharmacy bills and cover all prescription drugs dispensed from all levels of healthcare and adds that medical records may contain certain vital information on significant confounders, such as smoking status, which may not be present in administrative data.
2.5.2.2.2 Advantages of automated databases

Employing databases for research offer some advantages over the use of other sources (Harpe, 2011:57; Strom, 2013c:120; Torre & Martins, 2012:139). Motheral and Fairman (1997:349) noted that databases have a broad scope, providing information on large populations over long periods, are flexible, providing various options in terms of methodology, and provide significant statistical power at relatively lower costs, advantages which give the researcher insight into whether to use a database to address what is being studied. The use of databases also increases the representativeness of research since it covers large populations in a region under study, its relatively large sizes permit the study of rare drug effects as well as the study of drug safety and utilisation patterns under real-world situations in relatively short time (Park & Stergachis, 2008:533; Schneeweiss & Avorn, 2005:324; Strom, 2013c:120; Torre & Martins, 2012:133). Since the use of databases does not depend on patients’ interviews to obtain data, recall and interviewer biases are avoided when databases are used as the source of research. Moreover, databases can expand the scope of research by its abilities to be linked to other external electronic databases such as birth and death records, as well as police accident records (Strom, 2013c:120).

2.5.2.2.3 Limitations of automated databases

Validity of diagnosis data is a major limitation of databases. This is especially true for claims databases that may not contain information on medical records and will therefore require access to medical record data to be used for validation (Park & Stergachis, 2008:534; Strom, 2013c:121). Databases are also limited with reference to the quality of data since there may be lack of information on relevant confounding factors, such as information on alcohol intake, that may be of value to the questions under study (Park & Stergachis, 2008:534; Strom, 2013c:121; Torre & Martins, 2012:140).

Schneeweiss and Avorn (2005:327) believe that data privacy is another limitation of the use of databases, asserting that new regulations regarding privacy pose a threat to the access to valuable data that may be required for research. Another potential challenge faced using databases is poor outcome definition by the use of diagnostic coding systems (Park & Stergachis, 2008:534). This issue, together with changes in coding practices are significant when the study takes place over time within which switches in coding are likely to take place. Problems with coding may result from changes in documentation practices, reimbursement policies or in the codes themselves, leading to modified research results (Harpe, 2011:58). Due to career changes, health plan changes by employers, and changes in employee and family members’ coverage, there is potential high turnover of individuals insured on various health plans and this hinders
longitudinal analyses of data obtained from databases (Harpe, 2011:58; Strom, 2013c:121). Further, since databases only cover cases that have been handled by healthcare service providers and are insured by particular policies, information on diseases that are not considered severe enough for medical attention to be sought and medications obtained over-the-counter cannot be obtained from these databases. Medical services that are not covered will also not be captured by databases (Strom, 2013c:121).

2.5.2.2.4 Application of automated databases in pharmacoepidemiology

Studies on drug utilisation; prescribing habits of physicians; adverse events and risk management, beneficial effects of drugs, as well as health policy can be performed by the application of automated databases (Schneeweiss & Avorn, 2005:324). Strom (2013c:121) adds that databases are useful when uncommon outcomes are being studied, incidence rates are being calculated, short-term drug effects and diagnoses that are objective and laboratory-driven are being studied, interviewer and recall bias could adversely affect the results and when there are time and resource constraints. The choice of automated database to use for a pharmacoepidemiological study is as important as the decision to use a secondary data source in the first place and is dependent on the whether the research question can be appropriately answered using the database instead of an ad hoc study (Hennessy, 2006:313). It is imperative to consider the relative size, cost, and representativeness of the database, together with whether it is population-based, offers valid outcome data and an ability to control for confounders when choosing a database for research (Hennessy, 2005:313; Strom, 2013c:122).

Annexure B gives some examples of pharmacoepidemiological studies that have been carried out using automated databases together with the study designs and statistical analyses employed. The databases employed contained medication claims data, medical records or a combination of both and covered large patient populations. Although case-control, cross-sectional and nested case-control designs were among the designs used, cohort studies were the most common. The researchers analysed the data using descriptive statistics, regression methods, chi-squared tests and tailored methods, such as the receiver operating characteristic (ROC) curve and Kaplan-Meier survival analysis for specific analyses (Refer to Annexure B).

Table 2-2 summarises the sources of data used for pharmacoepidemiological research.
Table 2-2: Summary of data sources employed for pharmacoepidemiological research

<table>
<thead>
<tr>
<th>Classification</th>
<th>Source</th>
<th>Characteristics</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ad-hoc sources</td>
<td>Case-control surveillance</td>
<td>This applies a case-control method to investigate the effects of exposures on disease risks using patient interviews</td>
<td>Evaluates both prescription and non-prescription medications together with dietary supplements Has the potential to control for confounding Provides accurate diagnosis classification Evaluates outcomes of long term drug use</td>
<td>Subject to selection and reporting biases There is the possibility of misclassification of exposures There may be lack of or inaccurate dosage information</td>
<td>Rosenberg et al. (2012:287)</td>
</tr>
<tr>
<td>Prescription event monitoring</td>
<td>It involves the use of observational methods and questionnaires to obtain information on drug use and their associated outcomes from general practitioners</td>
<td>Provides large sample size for research Data are representative since they are obtained from patients being treated in real clinical practice Exposure data are accurate since validated dispensed prescriptions are used Patients with potential adverse events can be identified and further studied</td>
<td>This approach is restricted to general practice only The source is susceptible to selection bias and confounding There is no comparison with an unexposed comparator</td>
<td>Layton and Shakir (2012:302); Shakir (2006:152)</td>
<td></td>
</tr>
<tr>
<td>Classification</td>
<td>Source</td>
<td>Characteristics</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>References</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Ad-hoc sources</td>
<td>Registries</td>
<td>Organised system that collects clinical and other data to evaluate specific outcomes that can be defined as a specific disease or exposure. Studies based on registries offer conclusions that may vary depending on what is examined, and the technique used for sampling.</td>
<td>Registries can be used to elucidate the natural history and course of diseases. They are applied for investigating determinants of quality of life. They allow for studying variations in interventions and their resultant outcomes. They can be used to appraise clinical- and cost-effectiveness of interventions.</td>
<td>The diverse nature of registries makes it efficient only for addressing broad questions. The use of registries may be subject to selection bias.</td>
<td>Dreyer and Velentgas (2012:331); Gliklich et al. (2014:13)</td>
</tr>
<tr>
<td>Secondary data sources</td>
<td>Post-marketing spontaneous pharmacovigilance reporting systems</td>
<td>Reporting systems that have been put in place to record and examine the occurrence of adverse drug events by voluntary reporting of suspected adverse events to assigned centres.</td>
<td>It accounts for all types of legal medications that are used in all settings. It facilitates the detection of safety signals. Offer a relatively inexpensive approach to the study of drug safety. It promotes the engagement of health professionals in safety surveillance. It allows for identifying rare drug events.</td>
<td>Spontaneous reporting systems rely on the quality of individual reports. The voluntary nature leads to underreporting. There is limited information on confounding.</td>
<td>Dweik et al. (2016:2); ENCePP (2017:14); Pan et al. (2013:101); Waning and Montagne (2001:133)</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Classification</th>
<th>Source</th>
<th>Characteristics</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secondary data sources</td>
<td>Automated databases</td>
<td>Databases are electronically stored healthcare utilisation information that are gathered regularly in clinical practice.</td>
<td>Use of databases is cost-effective and efficient. It offers large sample sizes for studies and increase representativeness of research. It allows for study of rare drug effects under real world situations. Recall and interviewer biases are avoided.</td>
<td>Vital information such as information on confounding may be absent. Regulations about data privacy threaten access. There is potential poor outcome definition when diagnostic coding systems are used. Information on cases that are not considered for medical attention and drugs obtained over the counter may not be captured.</td>
<td></td>
</tr>
<tr>
<td>Medical records databases</td>
<td>Medical records databases</td>
<td>Medical records databases are generated from information recorded in outpatient care and kept for patient's clinical care. They contain diagnosis data and account for prescription medications from general practice only.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Claims databases</td>
<td>Claims databases</td>
<td>Claims databases are designed for administrative purposes and are generated from information submitted to payers by healthcare service providers. It is compiled from bills and cover all prescription drugs dispensed at all levels of healthcare.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.6 Research methods in pharmacoepidemiology

Waning and Montagne (2001:159) noted that concepts and methods of pharmacoepidemiology have been broadly applied in pharmacy practice especially for the facilitation of decisions in drug therapy. Pharmacoepidemiology has been applied for the study of drug effects and adverse drug events (Pan et al., 2013:116), compliance (Acri & Gross, 2013:314); medication errors (Lee et al., 2013:378); drug utilisation (Lee et al., 2013:339; West-Strum, 2011:9; Thaker et al., 2015:54); and evaluating interventions intended to improve on medication use quality and to contain costs (Wagner et al., 2002:299). Several methods have been employed to facilitate these applications of pharmacoepidemiology and in the subsequent paragraphs interrupted time-series analysis, prescription sequence symmetry analysis, survival analysis and measures for the determination of adherence will be discussed.

2.6.1 Interrupted time series analysis

Interrupted time series (ITS) analysis is used in pharmacoepidemiology to evaluate the effectiveness of a change in policy or an intervention that is carried out at population-level and is aimed towards improving quality of medication use (Jandoc et al., 2015:950; Lagarde, 2012:76; Penfold & Zhang, 2013:38; Wagner et al., 2002:299). Interrupted time series analysis is an application of the quasi-experimental study design and is considered the most robust and most effective among such applications (Penfold & Zhang, 2013:44; Shadish et al., 2002:171; Wagner et al., 2002:308). According to Lagarde (2012:76), interrupted time series makes use of data that have been routinely collected at evenly-spaced time intervals to assess interventions expected to influence outcomes that can accurately be identified and recorded into health information systems. A time series of an event of interest is used to identify a pattern which is “interrupted” by a policy or an intervention at a point in time when an ITS analysis is being carried out (Bernal et al., 2017:349).

Time series is defined as time-ordered measurements of observations taken on a population over a period (Bernal et al., 2017:349; Granados, 2008:1035; Penfold & Zhang, 2013:39; Wagner et al., 2002:299). The methodology relies on the division of a time series into segments that represent rates of an event before and after an intervention (Penfold & Zhang, 2013:39; Wagner et al., 2002:299). Where values in the time series deviate from an established pattern as a result of an intervention or policy, change points are recorded (Wagner et al., 2002:299). To statistically measure and evaluate the changes and to draw inferences when an ITS analysis is done, segmented regression analysis, which uses modelling to assess the level and trend of a segment, is used (Bernal et al., 2017:351; Jandoc et al., 2015:953; Lagarde, 2012:79; Penfold & Zhang,
The level, value of a series at its beginning and the trend, and the rate at which a measure changes, define a segment of a time series and changes in these represent an effect from the intervention and change in the value of the outcome of interest respectively (Wagner et al., 2002:300).

Interrupted time series requires certain conditions to be met with reference to characteristics of the intervention being investigated, the event of interest and data. It is required that the period before and after the introduction of the intervention be clearly differentiated; that outcomes are short-term, expected to show quick and appreciable change after the intervention or after a clearly defined time lag; and that time-ordered measures of the outcome are accessible before and after an intervention or policy is introduced (Bernal et al., 2017:349).

An important strength of interrupted time series analysis is its ability to provide intuitive and easily interpreted graphical presentation of results (Penfold & Zhang, 2013:39; Wagner et al., 2002:301). This graphical presentation allows for better understanding by people with little or no statistical and epidemiological knowledge (Bernal et al., 2017:354) and easy identification of changes that occur together with details of such changes (Penfold & Zhang, 2013:39). The method also permits thorough evaluation of the continuous effects of a policy or an intervention under real-world conditions, increasing its external validity (Bernal et al., 2017:354). According to Penfold and Zhang (2013:39), an interrupted time series makes it possible for unintended effects of interventions to be analysed; lends itself to the conduct of analyses that are population-based rather than individual-based; and afford the investigator the opportunity to conduct stratified analyses to assess differences in policy and intervention effects on subpopulation groups. Time-independent confounders generally do not affect the results of interrupted time series studies as they change slowly over time and can be taken into consideration during the modelling (Bernal et al., 2017:353).

Certain vital issues limit the effectiveness of an interrupted time series, the most relevant of which may be its inability to be used to infer about outcomes at individual-level; the dependence of power to estimate regression coefficients on the high number of observations before and after the policy or intervention; and the need for adequate time periods between policies or interventions to evaluate their impact separately (Penfold & Zhang, 2013:43). Bernal et al. (2017:354) add that interrupted time series is susceptible to imprecise inferences about the effectiveness of a policy because of model specifications and is unable to adjust for time-dependent confounders. In order to enhance the robustness of ITS analysis, issues related to seasonal pattern of diseases and outcomes; the presence of time-varying confounding factors; the possible use of controls and other complex models of ITS; the phenomenon of over-dispersion which leads to imprecise approximation of standard errors; and autocorrelation, which is the correlation between series
values taken at different time points, need to be addressed (Bernal et al., 2017:352; Jandoc et al., 2015:954; Lagarde, 2012:77; Wagner et al., 2002:305).

2.6.2 Methods for determining adherence

Adherence to medications therapy can be determined directly and indirectly (Andrade et al., 2006:565; Fairman & Motheral, 2000:500; Hess et al., 2006:1280; Jimmy & Jose, 2011:157; Lam & Fresco, 2015:2; Lima-Dellamora et al., 2017:2; McCaffrey, 2011:139; Osterberg & Blaschke, 2005:488; Vik et al., 2004:304). Direct or objective measures of adherence are those that allow for the confirmation of intake of medications (Lima-Dellamora et al., 2017:2). Biological assays that measure the concentration of medications and their metabolites in body fluids such as urine, and blood, and the detection of certain biologic markers added to drug formulations, together with directly observed therapy, are examples of direct methods used for the measurement of adherence (Andrade et al., 2006:565; Fairman & Motheral, 2000:500; Jimmy & Jose, 2011:157; Lam & Fresco, 2015:2; Lima-Dellamora et al., 2017:2; McCaffrey, 2011:139; Osterberg & Blaschke, 2005:488; Vik et al., 2004:304). Although direct measures of adherence are most accurate and reliable, offering physical proof of patients’ medication taking behaviour (Fairman & Motheral, 2000:500; Jimmy & Jose, 2011:157; Lam & Fresco, 2015:2), certain limitations hinder their practicality (Lam & Fresco, 2015:2).

Direct measures can be expensive, labour-intensive (Fairman & Motheral, 2000:500; Jimmy & Jose, 2011:157; Osterberg & Blaschke, 2005:488; Vik et al., 2004:304) and intrusive, leading to anxiety and pressure in patients (Lam & Fresco, 2015:2; Vik et al., 2004:304). Fairman and Motheral (2000:500), Vik et al. (2004:304) and Lam and Fresco (2015:2) agree that trends of adherence cannot be determined using direct measures since these only assess adherence at one point in time and do not allow differentiation in the patterns of adherence nor suggest reasons for non-adherence. Variations in, as well as factors that influence metabolism, affect the results of tests that are used to assess adherence directly (Jimmy & Jose, 2011:157; Lam & Fresco, 2015:2). Drug or food interactions, dosing schedules and drug half-life also influence results and hinder their accuracy (Lam & Fresco, 2015:2; Vik et al., 2004:304).

White coat adherence or the "Hawthorne effect", i.e. increased adherence to treatment prior to clinic appointments (Driscoll et al., 2017:455; Fairman & Motheral, 2000:500; Urquhart & Vrijens, 2006:370), also gives false impressions of patient adherence as patients take medications only before imminent tests and distort measures (Jimmy & Jose, 2011:157; Lam & Fresco, 2015:2; Osterberg & Blaschke, 2005:488). Furthermore, certain direct measures may be limited by ethical concerns (Vik et al., 2004:304) and impractical except in impatient settings where there is increased accessibility to patients (Fairman & Motheral, 2000:500).
Indirect measures of adherence are those that result from interactions between users and the instruments that measure adherence (Lima-Dellamora et al., 2017:2) and depend on surrogate measures of medication use (McCaffrey, 2011:139). Indirect measures can be classified as self-reports, medication measurements or pill counts, prescription record review and electronic event monitoring (Farmer, 1999:1076; McCaffrey, 2011:140). The most prevalent approach to evaluating adherence is to ask patients about their medication taking behaviours (McCaffrey, 2011:140). Patient interviews involve asking patients to estimate the percentage of their medications they would take according to prescribed regime and may require testing patients’ knowledge of drugs’ names, indications and prescribed schedules (Lam & Fresco, 2015:5). Standardised survey instruments and validated adherence-specific questionnaires are also employed to estimate adherence (Farmer, 1999:1079; McCaffrey, 2011:140). These questionnaires are usually adapted to accommodate diverse conditions, in various languages and can easily be completed by patients or their caregivers (Lam & Fresco, 2015:6). The Brief Medication Questionnaire, the Medication Adherence Report Scale, Eight-Item Morisky Medication Adherence Scale, Medication Adherence Questionnaire, The Self-Efficacy for Appropriate Medication Use Scale and Hill-Bone Compliance Scale are examples of questionnaires and scales useful for assessing adherence (Farmer, 1999:1080; Lam & Fresco, 2015:6; McCaffrey, 2011:140).

Self-reporting of adherence may also entail the use of patient-kept diaries, in which patients are expected to document medication taking as and when it occurs (Farmer, 1999:1078; Gillisen, 2007:210; Lam & Fresco, 2015:5; McCaffrey, 2011:140). The patient-kept diary is the only self-report approach that allows for a consistent record of how the patient follows a prescribed regime (Lam & Fresco, 2015:5) and gives information on the exact prescribed regime (Farmer, 1999:1078). Although self-report of adherence is fast, inexpensive and simple to carry out (Farmer, 1999:1078; Gillisen, 2007:210; Osterberg & Blaschke, 2005:488) and gives the patients’ perspective of their adherence patterns (Fairman & Motheral, 2000:500), it is thought to be unreliable because it is susceptible to recall bias on the part of patients (Fairman & Motheral, 2000:500; Lima-Dellamora, 2017:2; McCaffery, 2011:140; Urquhart & Vrijens, 2006:370). Self-reports are subject to misrepresentations by patients in the form of exaggerations and censoring that alter adherence estimates (Gillisen, 2007:210; Jimmy & Jose, 2011:157; Osterberg & Blaschke, 2005:488; Urquhart & Vrijens, 2006:370). Farmer (1999:1078) asserts that the responses from interviews and questionnaires are influenced by the construction of questions and depend on the expertise of the interviewer as well as the type of instrument used.

Pill counts (i.e. counting the number of pills or capsules that are untaken between clinic visits) (Jimmy & Jose, 2011:157; Lam & Fresco, 2015:5; Urquhart & Vrijens, 2006:369), is the most
prevalent indirect method used to measure adherence (Jimmy & Jose, 2011:157; Osterberg & Blaschke, 2005:488) and offers an objective evaluation of adherence (McCaffrey, 2011:141; Vik et al., 2004:305). This tool computes percentage adherence using the number of tablets that have been taken and the number of tablets that should have been taken, represented by the simple formula (Vik et al., 2004:305):

\[
\text{% adherence} = \frac{\text{Number of tablets taken}}{\text{Number of tablets that should have been taken}} \times 100
\]

Pill counts, like most tools for determining adherence, are easy to use, straightforward and inexpensive (Farmer, 1999:1078; Gillessen, 2007:210; McCaffery, 2011:141; Osterberg & Blaschke, 2005:488). Despite these attractive features, the effectiveness of pill counts is hindered by their inability to measure whether the medication was taken and on schedule (Fairman & Motheral, 2000:500), their incompatibility to medications taken on when-required basis and their need for patients to maintain medications in original containers with carefully-done labels (Vik et al., 2004:305). Patients can also easily alter data from pill counts by switching medicines between containers and worse, discarding them to appear compliant. Furthermore, this method does not offer details on other details of medication taking behaviours such as drug holidays where the patient fails to take the medication on three or more consecutive days (Jimmy & Jose, 2011:157; Osterberg & Blaschke, 2005:489).

Checchi and colleagues (2014:2) describe electronic medication packaging (EMP) as electronic devices that are incorporated into containers in which medications are dispensed and add that these devices have recorders and storage functions installed to facilitate the assessment of adherence to therapy. Microprocessors placed in these devices permit the time and frequency of opening a medication-containing device to be recorded (Farmer, 1999:1083; McCaffrey, 2011:141), giving precise information on patients’ medication taking behaviours (Farmer, 1999:1083; Osterberg & Blaschke, 2005:489). Electronic medication packaging devices share certain common features which include: recorded information on dosing events and stored adherence records; audio-visual promptings that signal scheduled dosing; digital displays; instantaneous monitoring; and providing feedback on patient’s adherence (Checchi et al., 2014:2). Although these are not available in all devices, the ability to record adherence is vital for assessing and deciding on suitable interventions for improving adherence (Lam & Fresco, 2015:4).

Medications Events Monitoring System (MEMS) is an example of an EMP that is widely used for adherence monitoring (Farmer, 1999:1083; Lam & Fresco, 2015:4; Vik et al., 2004:305) which not only assesses the medication-taking behaviour but also reports on the suitability of recommended dosage schedules (Vik et al., 2004:305). High cost of EMPs coupled with their
limited availability counter their attractive properties of being able to provide precise and easily quantified information on adherence levels and trends (Farmer, 1999:1083; Jimmy & Jose, 2011:158; Lam & Fresco, 2015:4; Osterberg & Blaschke, 2005:489; Vik et al., 2004:305). Furthermore, electronic monitoring does not give exact information on if the patient ingests the medication (McCaffrey, 2011:141; Osterberg & Blaschke, 2005:489). Patients may actuate the device without intake of the medication, transfer the medications into different containers, or take multiple doses out at the one time, all of which invalidate the data obtained (Farmer, 1999:1083; Jimmy & Jose, 2011:158; Osterberg & Blaschke, 2005:489).

Researchers are increasingly using administrative claims databases to evaluate adherence to medications (Andrade et al., 2006:566; Farmer, 1999:1082; Grégoire & Moisan, 2016:369; Halpern et al., 2006:1040; Hess et al., 2006:1280; Karve et al., 2009:989; Lam & Fresco, 2015:3; Lima-Dellamora et al., 2017:2; McCaffrey, 2011:141; Svarstad et al., 2001:806; Vik et al., 2004:305). Arnet et al. (2016:362) noted that the use of medication records for determining adherence is based on the assumptions that records are complete and accurate, the first dose of medication was taken on the day of refill, the drug is ingested as prescribed, medication is not obtained from another source, no dose changes or interruptions occur during the period of observation, and not refilling means no medication is taken during the gap period. Claims data have a significant role in assessing adherence to medications for chronic diseases but are not useful for medications, such as antibiotics, that are taken for short periods and do not require further refill (Vik et al., 2004:305).

Administrative datasets produce adherence values based on medication possession and not consumption, estimating the highest level of medication consumption possible (Hess et al., 2006:1281) since they are unable to determine patients' intake of prescribed and dispensed medications (Andrade et al., 2006:566). Grégoire and Moisan (2016:370) add that dispensing data, which do not indicate discontinuation of medications and are dependent on conditions of reimbursement, may underestimate adherence as patients may be deemed non-adherent if they stopped refilling their prescriptions or pay for their medications out-of-pocket if they are no longer covered by the plan. Moreover, adherence determined solely by claims data may mask periods of over- and under-utilisation of medications (Vik et al., 2004:305). Despite these limitations, administrative claims data are non-invasive, convenient (Hess et al., 2006:1281), inexpensive (Hess et al., 2006:1281; McCaffrey, 2011:141) and efficient if the data used are accurate (Andrade et al., 2006:566). Furthermore, claims data permits the researcher to follow up after initiation of therapy and to identify early discontinuation as well as unprescribed medication consumption (Farmer, 1999:1082).
Successful application of claims data for measuring adherence requires that datasets be complete with all relevant information captured accurately (Farmer, 1999:1082), researchers understand the different rules that apply to the insurance plan databases they use (Farmer, 1999:1082; Grégoire & Moisan, 2016:370), and patients be continuously eligible for the medication of interest during study period with enough data for valid conclusions to be drawn about their adherence behaviours (Farmer, 1999:1083; McCaffrey, 2011:146).

While adherence measures computed using claims data differ, they are characterised by three specifications: continuous versus dichotomous variables, single versus multiple dispensing intervals, and examination of medications availability versus treatment gaps (Farmer, 1999:1082; Steiner & Prochazka, 1997:112). The first to last prescription records are considered when adherence is measured as continuous variable, whereas adherence as a dichotomous variable considers patients adherent when they meet certain pre-determined criteria (Farmer, 1999:1082). Adherence as a dichotomous variable requires a cut-off value, distinguishing adherent from non-adherent patients, that must be rationally selected and consistent with existing scientific evidence (Peterson et al., 2007:7; Steiner & Prochazka, 1997:114) and is considered to have less reliability and power than continuous adherence measures (DiMatteo et al., 2002:806). Dichotomisation does not permit the differentiation of non-adherence into various types such as sporadic and consistent (Lima-Dellamora et al., 2017:8). A treatment gap is the time from the anticipated date of depletion of a claim and the date of the subsequent refill (Fairman & Motheral, 2000:502; Vink et al., 2009:161) and serves as a proxy for periods of non-adherence (Farmer, 1999:1082) on the assumption that a drug must be in a patient’s possession to be consumed (Grégoire & Moisan, 2016:373). Steiner and Prochazka (1997:114) assert that the best measures for assessing the timing and duration of drug exposure are those that evaluate treatment gaps as these can determine intervals in which drug exposure is improbable. Measures based on medication possession are valuable in testing hypotheses associated with the relationship between medications and cumulative dosages and outcomes (Steiner & Prochazka, 1997:114). Treatment gap measures do not consider stockpiling from previous supplies and early refills and may thus underestimate adherence (Grégoire & Moisan, 2016:373). Whereas measures based on single dispensing can be useful in situations where short-term medication use is thought to result in outcomes, multiple interval measures are of benefit where cumulative drug use are essential to outcomes (Lima-Dellamora et al., 2017:7; Steiner & Prochazka, 1997:114).

Measures computed from claims data also differ in their suitability for determining the various constructs of adherence i.e. initiation, persistence and compliance (Grégoire & Moisan, 2016:371). While Grégoire and Moisan (2016:374) state that gap measures are suited for studies on persistence and measures based on medication possession for determining compliance, Lima-
Dellamora et al. (2017:10) argue that all adherence measures determined using claims data yield results that refer more appropriately to the persistence construct of adherence.

Continuous measure of medication gaps (CMG), continuous multiple interval measure of oversupply (CMOS) and continuous single interval of medication gaps (CSG) are measures that use gaps to calculate adherence. Measures based on medication availability are: medication possession ratio (MPR), proportion of days covered (PDC), continuous single-interval of medication availability (CSA), continuous multiple-interval of medication availability (CMA), medication possession ratio modified (MPRm), refill compliance rate (RCR), compliance rate (CR), days between fills adherence rate (DBR), medication refill adherence (MRA), truncated medication possession ratio (truncated MPR), and proportion of prescribed days covered (PPDC) (Andrade et al., 2006:569; Hess et al., 2006:1283; Lam & Fresco, 2015:3; Lima-Dellamora et al., 2017:6; McCaffrey, 2011:143; Vollmer et al., 2012:2;).

Table 2-3 provides an overview of the measures of adherence that can be computed using administrative claims data.
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
</table>
| CMG | Used to compute the total days for which a patient has no medication. It is computed using the formula:  
\[
\frac{\text{Total days of gaps in treatment}}{\text{Total days to the next refill or to end of study period}}
\] | Involves lots of calculations and data fields which makes it less attractive | Produces values of non-adherence for cumulative period | Hess et al. (2006:1282) |
| | \[\text{Sum of days in the refill gaps in the observation period} \div \text{Time between the first and last fills}\] | Gives an estimation of the variability in patients' refill behaviour | | Peterson et al. (2007:6) |
| | \[\frac{\text{Number of days in observation period} - \text{total days' supply}}{\text{Number of days in observation period}}\] | Gives a cumulative assessment of treatment gaps | It is imprecise when patient has only one prescription  
It assumes patient has discontinued therapy after the last dispensing and does not consider stockpiling | Sums the proportion of days patients have no medications across all refill intervals from the first to last dispensing | Raebel et al. (2013:17) |
| | \[\frac{\text{Days on which patient has no medications (gaps)}}{\text{days in the observation period}}\] | Gaps may be negative (early refill) or positive (late refill)  
Requires adjustment for oversupplies by adding negative and positive gaps | | Campagna et al. (2014:759) |
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMG</td>
<td>Cumulative days with no medication over intervals</td>
<td>Does not consider the possibility of early refill or overfill</td>
<td></td>
<td>Lam &amp; Fresco (2015:3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time from beginning to end of study period in days</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total observation period – days'supply</td>
<td>Simple</td>
<td>Cannot approximate the number of days on which there was no medication thus gives no measure of 'real gap'</td>
<td>A mean is usually used to calculate total adherence and is not based on the dosing history</td>
<td>Lima-Dellamora et al. (2017:7)</td>
</tr>
<tr>
<td>CMOS</td>
<td>Total days of medication gaps (+)or surplus (−)</td>
<td>This measure accounts for cases in which the patient was over-supplied medication for days in the observation period</td>
<td>It requires several calculations and data fields, making it less attractive</td>
<td>Value represents nonadherence for a cumulative period</td>
<td>Hess et al. (2006:1282)</td>
</tr>
<tr>
<td></td>
<td>Total days in period of study</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total gaps or surplus days</td>
<td>Easy to calculate</td>
<td>Ignores non-adherence after last refill Can underestimate the gaps that exist between refills</td>
<td></td>
<td>Raebel et al. (2013:17)</td>
</tr>
<tr>
<td></td>
<td>Total days in period of observation or to next refill</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total observation period – days'supply</td>
<td>Like CMG but allows for negative values which represent oversupply of medications</td>
<td></td>
<td>Lima-Dellamora et al. (2017:7)</td>
<td></td>
</tr>
<tr>
<td>Measure</td>
<td>Definition/Formula</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------</td>
<td>------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>CSG</td>
<td>Total observation period — days'supply / days in single observation period</td>
<td>Observation period is randomly selected thus it is not derived from real usage history. In events of oversupply, it can only be used for multiple cases where the negative values can be reset to zero.</td>
<td>Value represents adherence for a single dispensing event. For more than one dispensing, a mean is used to calculate total adherence.</td>
<td>Lima-Dellamora et al. (2017:6)</td>
<td></td>
</tr>
<tr>
<td>MPR</td>
<td>Proportion of days' supply that a patient obtains during a defined time or over a period of refill intervals. Calculated using two formulae:</td>
<td>Calculation and interpretation is easy.</td>
<td>Periods of over- and under-supply may not be considered. MPR value greater than 1 are difficult to interpret.</td>
<td>Andrade et al. (2006:569)</td>
<td></td>
</tr>
</tbody>
</table>
|         | \[
|         | \[
|         | \[
|         | \[
<p>| Ratio of total days for which patient receives medication excluding the last prescription to total days in a period represented by: | Accepted standard for compliance evaluation because it is easy. | Supposes that proportion of days a prescription covers is equivalent to proportion of days the medication is taken. Possession of medication does not mean it is ingested. | Most commonly used adherence measure. Requires patients receiving 2 or more prescriptions to define the time frame during which therapy is given. | Halpern et al. (2006:1044) |</p>
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPR</td>
<td>Ratio of overall days’ supply to number of days in the observation period per participant and is represented by $\frac{Days'\ supply}{Days\ in\ study\ period}$</td>
<td>Existence of different measures all referred to as MPR leads to confusion in comparisons across studies</td>
<td>Value represents the ratio of medication available</td>
<td>Requires at least two refill dates for calculation</td>
<td>Hess et al. (2006:1282)</td>
</tr>
<tr>
<td></td>
<td>This measure is computed by dividing the sum of the number of days supplied for all but the last refill by the number of days between the first and the last refills. It is typically calculated using: $\frac{Number\ of\ days\ of\ medication\ supplied\ in\ refill\ interval}{Number\ of\ days\ in\ refill\ interval}$</td>
<td>Easy to calculate</td>
<td>Assumes that medications are used within the study period which may be unrealistic</td>
<td>Requires at least two refill dates for calculation</td>
<td>Peterson et al. (2007:6)</td>
</tr>
<tr>
<td></td>
<td>$\frac{Sum\ of\ days'\ supply\ for\ all\ medications}{Period\ of\ observation}$</td>
<td>Easy to calculate</td>
<td>Assumes that medications are used within the study period which may be unrealistic Overestimates adherence when there is polytherapy within a drug class</td>
<td></td>
<td>Martin et al. (2009:37)</td>
</tr>
<tr>
<td></td>
<td>This estimates the proportion of days’ supply dispensed over a specific period or defined refill intervals. There are several variations of this measure but the basic one is calculated using: $\frac{Total\ days'\ of\ medication\ supply}{Number\ of\ days\ in\ period\ of\ observation}$</td>
<td>Easy to calculate</td>
<td>There is confusion due to varied methods of calculation Probable adherence overestimation due to early refills</td>
<td>Results are identical to those produced by PDC when assessing adherence to a single drug Similar to MRA and CMA</td>
<td>Raebel et al. (2013:14)</td>
</tr>
<tr>
<td>Measure</td>
<td>Definition/Formula</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------</td>
<td>------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
</tr>
</tbody>
</table>
| MPR     | This measure gives continuous adherence values and is calculated by:  
  \[
  \frac{\text{Total number of days supply for all fills}}{\text{Number of days between fills plus days' supply of last fill}}
  \] | Sensitive to varied entries in the days' supply field | It may also be calculated by excluding the days' supply of the last fill from both the numerator and denominator | Requires at least two dispensing records for calculation. | Campagna et al. (2014:759) |
|         | \[
  \frac{\text{Days' supply obtained by patient}}{\text{Refill interval or fixed interval}}
  \] | Simple | Does not consider gaps in refill | Variations in denominator make it impossible to use MPR for large population analysis | Lam & Fresco (2015:4) |
|         | \[
  \frac{\text{Days with medication supplied}}{\text{Days in time interval under study}}
  \] | | MPR overestimates adherence values | Can be dichotomized or assessed as a continuous variable | Giardini et al. (2016:377) |
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPR</td>
<td>( \frac{\text{Number of days for which patient has medication prescribed}}{\text{Number of days in observation period}} )</td>
<td>Measures both single and multiple intervals in which patient has medications</td>
<td>Usually expressed as a fraction It is suggested that a mean be calculated to obtain overall adherence in the case of polypharmacy</td>
<td>Lima-Dellamora et al. (2017:5)</td>
<td></td>
</tr>
<tr>
<td>PDC</td>
<td>This measure is obtained when the total days’ supply is divided by the number of days of in the study according to the formula: ( \frac{\text{Total days’ supply}}{\text{Total days evaluated}} \times 100 )</td>
<td>May underestimate adherence because capping at refill intervals does not account for excess medication carried over from one interval to the next</td>
<td>Value represents percentage of days with medication available Same as MPR but capped at 100%</td>
<td>Hess et al. (2006:1282)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>It is computed as the number of days with the medication available divided by the number of days in the period of interest and is multiplied presented as a percentage. The formula below is used: ( \frac{\text{Number of days with drug of interest}}{\text{Number of days in period under investigation}} \times 100 )</td>
<td>It can simultaneously provide values for both compliance and persistence constructs of adherence</td>
<td>Denominator is specifically a number of clinically meaningful days and equal for all patients and intervals May be analysed as a continuous or categorical variable</td>
<td>Peterson et al. (2007:6).</td>
<td></td>
</tr>
<tr>
<td>Measure</td>
<td>Definition/Formula</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------</td>
<td>------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
</tr>
</tbody>
</table>
| PDC     | It is defined as proportion of days a patient has a drug available during a study period calculated by: \[
\frac{\text{Number of days patient has medication}}{\text{Total number of days in the specified period}}
\] | Reflects adherence behavior of patients with polytherapy within a drug class accurately. It is less sensitive to complex changes in drug therapy. Provides more conservative adherence estimates than MPR. | Challenging to calculate | It requires daily examination of medication possession and results in a simple measure that can indicate the presence of medication for each study day. | Martin et al. (2009:37) |
<p>|         |                   |            | Falsely attributes part of prescriber nonadherence to patients since it does not adjust for prescription patterns. | Assumes prescribed medication is for chronic daily use which is not always the case. Thus, it reflects both patient and physical behaviour where use of medication is concerned. | Blais et al. (2011:337) |</p>
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDC</td>
<td>Calculated as: <strong>Total number of days’ supply dispensed in specified observation period</strong> / <strong>Number of days in patient’s observation period</strong></td>
<td>Easy to calculate</td>
<td>It ignores non-adherence after the last refill</td>
<td>Oversupply is truncated. It should create time series that reflect refill dates within a patient’s observation period instead of summing up the days’ supply over the period</td>
<td>Raebel <em>et al.</em> (2013:15)</td>
</tr>
<tr>
<td></td>
<td>Calculated by: <strong>Number of days with medication available</strong> / <strong>Number of days in a specified time interval</strong></td>
<td>This measure is more stable than MPR when a constant denominator is used</td>
<td>The denominator is typically a number of days that is clinically significant</td>
<td>Campagna <em>et al.</em> 2014:759</td>
<td></td>
</tr>
<tr>
<td></td>
<td>This measure is defined as the number of days a patient has medication cover over a period of time</td>
<td></td>
<td></td>
<td>Giardini <em>et al.</em> (2016:377)</td>
<td></td>
</tr>
<tr>
<td>Measure</td>
<td>Definition/Formula</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------</td>
<td>------------</td>
<td>--------------</td>
<td>----------</td>
<td>-----------</td>
</tr>
</tbody>
</table>
| PDC     | The measure is the total number of days of supply dispensed to patient in a specified period divided by the length of that period, computed as: \[
\frac{\text{Total days' supply dispensed in period}}{\text{length of observation period}}
\] | Suitable for assessing the compliance construct of adherence | PDC cannot capture periods of non-persistence Difficult to distinguish patients with low compliance who persist with treatment from those who discontinue therapy early It does not consider stockpiling from previous fills resulting in underestimated adherence values It is challenging to calculate PDC for patients taking more than a drug | Calculated by: \[
\frac{\text{Number of days patient has prescribed medications}}{\text{Number of days in observation period}} \times 100
\] Capped at 100% Expresses single or multiple intervals in which the patient has medications | Grégoire & Moisan (2016:377) |

Calculated by: \[
\frac{\text{Number of days patient has prescribed medications}}{\text{Number of days in observation period}} \times 100
\] Capped at 100% Expresses single or multiple intervals in which the patient has medications | Measure preferred in polytherapy | Lima-Dellamora et al. (2017:5) |

It is the proportion of days in a fixed study period where the patient has at least one of multiple medications available. | It has a lower risk of overestimating adherence | | Tang et al. (2017:2). |
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSA</td>
<td>This measure is obtained by dividing the days' supply of medication by the number of days in the study interval from date of fill to, but excluding, the next fill date or through to study completion date. It is represented by the formula: $\frac{days'\ supply\ obtained\ at\ the\ beginning\ of\ interval}{days\ in\ the\ interval}$</td>
<td>Beneficial for studies in which participation attrition is high.</td>
<td>Bias can occur if participants have more than one refill per day and if the refills are close to the completion of the study. The measure does not allow the carryover of drugs from a refill interval to the next since it truncates study intervals.</td>
<td>Provides adherence value for each participant between fills and not that of the overall study period. Mean of all dispensation values gives overall study adherence. Participants who fill one prescription do not weigh the same as those with multiple refills when a cumulative analysis is done.</td>
<td>Hess et al. (2006:1283)</td>
</tr>
<tr>
<td></td>
<td>This measure assesses medication availability for a single interval and provides adherence values for each participant between fills using the formula: $\frac{Number\ of\ days'\ supply\ dispensed}{Number\ of\ days\ from\ refill\ date\ up\ to,\ but\ excluding,\ next\ refill\ date}$</td>
<td>Easy to compute. Provides overall adherence based on the last refill date. Does not require completion of study date.</td>
<td>Calculation is not precise when there is only one dispensing record.</td>
<td>Mean of all adherence values gives overall study adherence.</td>
<td>Raebel et al. (2013:16)</td>
</tr>
<tr>
<td>Measure</td>
<td>Definition/Formula</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------</td>
<td>------------</td>
<td>---------------</td>
<td>----------</td>
<td>-----------</td>
</tr>
</tbody>
</table>
| CSA     | The formula used is:  
\[
\frac{\text{Number of days patient has supply of prescribed drugs}}{\text{number of days in single observation period}}
\] | Measures single interval in which patient has medication beginning with dispensing  
Aims to express medication coverage for a given period  
Values larger than 1 signify oversupply of medication | | Lima-Dellamora et al. (2017:5) | |
| CMA     | This is computed by dividing the days’ supply of medication patient obtained throughout the study period by the number of days in the study period by the formula:  
\[
\frac{\text{Cumulative days’supply of medication obtained}}{\text{total number of days to next refill or end of study}}
\] | Value represents adherence over a cumulative time period | | Hess et al. (2006:1281) | |
|         | Assesses adherence to medication over multiple refill intervals using the equation:  
\[
\frac{\text{Total days’supply obtained throughout study period}}{\text{Number of days between first dispensing and end of study}}
\] | Easy to calculate | Ignores non-adherence after last refill | Mathematically similar to MPR and MRA | Raebel et al. (2013:16) |
|         | This measure is based on medication availability and calculated according to the formula:  
\[
\frac{\text{Cumulative days’supply over series of intervals}}{\text{total number of days from beginning to end of study}}
\] | | | Lam & Fresco (2015:3) |
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
</table>
| CMA     | CMA is computed by two formulae as follows:  
  \[
  \frac{\text{Total number of days with medication prescribed}}{\text{number of days in observation period}} \times \frac{\text{Total number of dispensing events (amount of drugs) for time}}{\text{expected number of dispensing events in observation time}}
  \]
|         | Expresses medication coverage in several continuous periods |               |               | Lima-Dellamora et al. (2017:5) |

| MPRm    | MPRm is the total days’ supply of medication divided by the total number of days from the first fill date to, but excluding, the last fill date and the number of days’ supply dispensed at the last fill date and is represented by the formula:  
  \[
  \frac{\text{Total days' supply}}{(\text{last claim date} - \text{first claim date}) + \text{last days' supply}} \times 100
  \]
|         | Reduces possible overestimation as encountered with RCR | Assumes that all participants will have 100% adherence in the last refill period, resulting in adherence values higher than those obtained with other measures | Value represents adherence percentage adjusted to include the last refill period | Hess et al. (2006:1282) |

Calculated using:  
\[
\frac{\text{Number of days on which patient has prescribed medication}}{(\text{period between first and last dispensing}) + (\text{period covered by last dispensing})}
\]  

<p>|         | Removes one day to be sensitive and rules out duplication in the analysis |       | Includes the final observation period | Lima-Dellamora et al. (2017:5) |</p>
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
</table>
| RCR     | Computed by: \[
\frac{\text{sum of quantity dispensed over interval}}{\text{quantity to be taken per day}} \times \text{number of days between first and last refills}\] x 100 | | | Gives an overall adherence percentage. Participants with one dispensing record are not included because it invalidates the denominator. | Hess et al. (2006:1282) |
|         | Defined by the formula: \[
\frac{\text{Sum of amount during observation period}}{\text{Amount to take per day by prescription}} \times \text{number of days between first and last refills}\] x 100 | Deals with arbitrary definition of the end of the study period by using dispensing dates as basis. | Does not discount duplicate days like MPRm does not compensate for oversupply like MPRm and the truncated MPR. | Measures percentage coverage. Numerator signifies the number of days on which patients have medications available. | Lima-Dellamora et al. (2017:6) |
| CR      | Computed by dividing the difference between the sum of days’ supply for each patient and the days’ supply dispensed at the last dispensing event by the number of days from the beginning of the study to, but excluding, the last dispensation. The following equation is used: \[
\frac{\text{total days' supplied} - \text{last days' supply}}{\text{last claim date} - \text{first claim date}} \times 100
\] | Calculations are simplified. | Does not account for participants who discontinue medication before the end of the study. | Provides total adherence rate based on the last refill day without requiring the date of study completion. | Hess et al. (2006:1281) |
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
</table>
| CR      | Calculated using:  
\[
\frac{\text{Sum of days' supplies} - \text{days' supply for last refill}}{\text{Number of days from first up to, but excluding, last fill date}}
\] | Gives the overall study adherence based on date of last refill  
Does not require study completion date | Gives imprecise values when one dispensing record is available | Denominator can also be the difference between the index date and the last claim date | Raebel et al. (2013:16) |
|         | \[
\frac{\text{Days' supply in all the dispensing events except the last}}{\text{number of days between first and last dispensing}} \times 100
\] | Measures percentage coverage in defined dispensing intervals | | Lima-Dellamora et al. (2017:6) |
| DBR     | The measure is computed according to the formula:  
\[
\left(1 - \frac{\left(\text{last claim date} - \text{first claim date}\right) - \text{total days' supply}}{\text{last claim date} - \text{first claim date}}\right) \times 100
\] | Value represents overall adherence percentage  
It evaluates time between dispensing events | | Hess et al. (2006:1283) |
|         | Calculated using the formula:  
\[
(1 - \left[\frac{\text{(Period between first and last fills} - \text{days' supply)}}{\text{period between first and last fills}}\right]) \times 100
\] | Uses a device for adjustment to measure percentage coverage | | Lima-Dellamora et al. (2017:6) |
<table>
<thead>
<tr>
<th>Measure</th>
<th>Definition/Formula</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRA</td>
<td>( \frac{Total \ days' supply}{Number \ of \ days \ evaluated} \times 100 )</td>
<td>Simple</td>
<td>Requires few data</td>
<td>Value gives overall adherence percentage</td>
<td>Hess et al. (2006:1282)</td>
</tr>
<tr>
<td></td>
<td>( \frac{Total \ days' supply}{Number \ of \ days \ in \ observation \ period} \times 100 )</td>
<td>Easy to compute</td>
<td>Calculation is imprecise for those with one dispensing</td>
<td>Mathematically similarly to CMA and MPR</td>
<td>Raebel et al. (2013:15)</td>
</tr>
<tr>
<td></td>
<td>( \frac{Days' supply}{number \ of \ days \ in \ observation \ period} \times 100 )</td>
<td></td>
<td></td>
<td>Assesses coverage like the CMA but gives value as a percentage</td>
<td>Lima-Dellamora et al. (2017:6)</td>
</tr>
<tr>
<td>Truncate MPR</td>
<td>( \frac{Number \ of \ days \ on \ which \ patient \ has \ medications \ available}{Number \ of \ days \ in \ observation \ period} )</td>
<td>Information is lost about the medications received in excess of what is used in theory for the period of study</td>
<td></td>
<td>Results must be less than 1 Aims to rule out any presumed excess in the measure</td>
<td>Lima-Dellamora et al. (2017:6).</td>
</tr>
<tr>
<td>Measure</td>
<td>Definition/Formula</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>-------------------------</td>
</tr>
</tbody>
</table>
| PPDC    | This measure is a modified version of the PDC and accounts for differences in prescription patterns and is calculated according to: \[
\frac{\text{Total days' supply dispensed to patient}}{\text{Total days' supply prescribed in the follow – up period}}
\] | Reflects medication adherence to actual prescribed therapy; Specifically measures patient behaviour by measuring adherence to therapy as prescribed | Considers the exact quantity of medications prescribed                     | Blais et al. (2011:336). |
2.6.3 Survival analysis

There is a need to assess medical product reliability, drug safety, medical therapies and devices viability, as well as the effects of other interventions and this can be done by assessing the number of people who survive after the implementation of these over a period of time (Goel et al., 2010:274).

Survival refers to remaining free of an outcome or event over time (Sullivan, 2016) with events of interest ranging from recovery, development of adverse reactions, incidence of diseases, and relapse, to death or any other specified occurrence an individual may experience (Johnson & Shih, 2007:273; Kleinbaum & Klein, 2005:4; Singh & Mukhopadhyay, 2011:145; Swinscow & Campbell, 2002:126; Zwiener et al., 2011:163). Survival analysis is a group of techniques used to model and statistically analyse data, for which the variable of interest is time to which an event occurs (Gardiner & Luo, 2008:1019; Jager, van Dijk et al., 2008:560; Kleinbaum & Klein, 2005:4; Singh & Mukhopadhyay, 2011:145).

Survival analysis plays an essential role in epidemiology (Tolley et al., 2016:262). The method aims to determine and interpret survival and hazard functions using survival data, compare survival and hazard functions and examine the correlation between certain exploratory variables and survival time (Kleinbaum & Klein, 2005:15; Singh & Mukhopadhyay, 2011:148).

A clearly defined starting point of study is required for survival analysis and outcomes must be dichotomous in nature, with each participant having only one outcome during the study (dos Santos Silva, 1999:263). Time to failure or survival time is the time from an initial event or a defined starting time to the onset of an event of interest (dos Santos Silva, 1999:263; Johnson & Shih, 2007:273; Tolley et al., 2016:263). Survival data have two key features: lengths of follow up vary among study subjects and target events may never occur in some study subjects at the end of the study (Gardiner & Luo, 2008:1019; Johnson & Shih, 2007:273).

Censoring, a distinguishing phenomenon in survival analysis (Clark et al., 2003:232), occurs if the outcome of interest is not observed at the study termination, leaving the survival time unknown for a subgroup of study participants. Censoring may be because of a study participant not yet experiencing the outcome before the end of the study, loss-to-follow-up of patients during the study period or patients experiencing a different outcome, such as death, that makes it impossible to follow up further (Clark et al., 2003:232; Gardiner & Luo, 2008:1019; Johnson & Shih, 2007:273; Kleinbaum & Klein, 2005:6; Rich et al., 2010:331; Singh & Mukhopadhyay, 2011:146; Tolley et al., 2016:263; Zwiener et al., 2011:163). Right censoring occurs at the end of the investigation period; left censoring occurs
when the outcome is observed at an unknown time in a subject, whereas interval censoring means the subjects go in and out of observation (Clark et al., 2013:232; Sullivan, 2016; Tolley et al., 2016:262). Survival analysis assumes that censoring is independent or non-informative and subjects who have censored data would have the same distribution of survival times if they were observed until the events occurred (Gardiner & Luo, 2008:1021; Jager, van Dijk et al., 2008:561; Johnson & Shih, 2007:273; Kirkwood & Stern, 2003:272; Sullivan, 2016). A key feature of survival analysis is the inclusion of censored data (Virnig et al., 2000:86), making it necessary that special analysis be employed (Clark et al., 2013:232). In section 2.6.3.1, survival and hazards functions, time-dependent functions that are important in survival analysis (Bewick et al., 2004:389, Kleinbaum & Klein, 2005:8), are discussed.

### 2.6.3.1 Survival and hazard functions

Survival function or probability, \( S(t) \) is the probability that a subject will survive or will be free of an outcome beyond a specified time, \( t \), while the hazard function, \( h(t) \) is a measure of risk that represents the instantaneous potential per unit time of experiencing the outcome, having survived until time, \( t \) (Bewick et al., 2004:389; Clark et al., 2003:233; Gardiner & Luo, 2008:1019; Kirkwood & Stern, 2003:272; Kleinbaum & Klein, 2005:9; Singh & Mukhopadhyay, 2011:146; Tolley et al., 2016:264). Survival probability at any time, \( t \), is computed by the formula (Hoffman, 2015:632):

\[
S(t) = \frac{\text{Number of subjects free of outcome beyond time, } t}{\text{Total number of study subjects}}
\]

Where:

\( S(t) \) denotes the probability that a subject will survive or will be free of an outcome beyond a specified time, \( t \)

The survival probability which gives vital summary information from time to event data, directly describing the survival experience of a population at various time points (Clark et al., 2003:233; Johnson & Shih, 2007:274), can be illustrated graphically by the survival curve, in which the survival function is plotted against time in years (Kirkwood & Stern, 2003:272; Sullivan, 2016). The life table and Kaplan-Meier methods are applied to model survival curves (Hoffman, 2015:621; Kirkwood & Stern, 2003:272; Sullivan, 2016; Tolley et al., 2016:269).
The hazard probability is the conditional odds that a person, having survived to time, \( t \), will experience the outcome in a short period (Bewick et al., 2004:389; Hoffman, 2015:633) and is the slope of the survival curve at time, \( t \). The following mathematical formula expresses how hazard function is calculated (Hoffman, 2015:633; Kleinbaum & Klein, 2005:11):

\[
h(t) = \lim_{\Delta t \to \infty} \frac{P(t \leq T \leq t + \Delta t \mid T \geq t)}{\Delta t}
\]

Where:

- \( h(t) \) denotes the hazard function
- \( \Delta t \) denotes a small change in time.
- \( T \) denotes a continuous random variable

This probability gives an understanding of the conditional rates of experiencing an outcome, acts as a means of specifying the survival model, and lends itself for use as a diagnostic tool (Clark et al., 2003:233). Unlike the survival function which is concerned with the event of interest not happening, the hazard function focusses on the incidence of the event (Clark et al., 2003:233; Kleinbaum & Klein, 2005:10). The hazard function is thus related to the incident event rate whereas the survival probability provides the cumulative non-occurrence (Clark et al., 2003:233).

### 2.6.3.2 Survival models

A survival model analyses time-to-event historical data and is used to generate estimates that show changes in the risk of the event taking place over time and help policy makers better estimate expected timing of certain outcomes (Singh & Mukhopadhyay, 2011:146). Sections 2.6.3.2.1-2.6.3.2.2 discuss the various models used for the analysis of survival data.

#### 2.6.3.2.1 Life tables

According to Kirkwood and Stern (2003:273), life tables display communal survival patterns when the researcher knows the number of individuals who survive at a series of time points but not the exact individual survival times. The life table generally begins with time of entry and a survival of 100% which decreases over time, periodically showing the occurrence of events (Hoffman, 2015:622). Two forms exist: the cohort or follow-up life table which summarises the real-time survival of a group of individuals over a pre-defined follow-up period (Kirkwood & Stern, 2003:273; Sullivan,
2016) and the current life table which shows the expected survival of a hypothetical population to which age-specific rates of death have been applied (Kirkwood & Stern, 2003:273).

To construct a life table, time is usually divided into equally spaced intervals and data are based on the number of subjects at risk of an outcome when each time interval commences, the number of subjects who have the outcome during each interval, and the number censored at the end of each interval. The survival probability is then calculated using the formula (Hoffman, 2015:624; Kirkwood & Stern, 2003:273; Sullivan, 2016:15; Tolley et al., 2016:269):

\[
P = 1 - \frac{\text{Number of subjects with events in the period}}{\text{Number of subjects without the event at the beginning of the period}}
\]

Where:

- \( P \) denotes the survival probability

Cumulative survival probability is further calculated based on the principles of conditional probability using the formula (Kirkwood & Stern, 2003:275):

\[
S(i) = \text{Chance of surviving to month } (i - 1) \times \text{chance of surviving month } i.
\]

Where:

- \( S(i) \) denotes

A shortfall of the life table approach is that survival probabilities tend to vary depending on how the researcher organises the time intervals especially where samples are small; an issue the Kaplan-Meier approach addresses by re-estimating survival probabilities each time an event occurs (Sullivan, 2016).

### 2.6.3.2.2 The Kaplan-Meier approach

The Kaplan-Meier approach uses the exact event and censoring times to estimate survival probabilities known as ‘Kaplan-Meier estimates’ or product-limit estimates (dos Santos Silva, 1999:270; Kirkwood & Stern, 2003:277). According to Goel et al. (2010:275) and Sullivan (2016), when using the Kaplan-Meier approach, it is important to assume that survival probabilities are the same for all subjects irrespective of when they are recruited into the study, patients censored have the same survival chances as those who are not, and events occur at the times specified. In the product-limit approach, time intervals are not defined by fixed lengths but are based on the happening
of an outcome (Tolley et al., 2016:270). The survival probability at time, $t$, is estimated using the formula (Kirkwood & Stern, 2003:277):

$$ S_t = 1 - r_t = \frac{n_t - d_t}{n_t} $$

Where:

- $S_t$ is the survival probability at time $t$
- $r_t$ is the estimated risk at time $t$
- $n_t$ is the number of individuals at risk
- $d_t$ is the number of events that occur at time $t$.

The survival probability until and including event $j$ is then given by (Kirkwood & Stern, 2003:277):

$$ S(t_j) = S(t_{(j-1)}) x S_{t_j} = S_{t_1} x S_{t_2} x \ldots x S_{t_j}. $$

When the Kaplan-Meier estimates are used to plot cumulative survival probabilities, a step function is obtained: a horizontal line showing times of no events and a vertical drop signifying the occurrence of an event at a precise time and subsequent change in survival function (dos Santos Silva, 1999:270; Kirkwood & Stern, 2003:278; Rich et al., 2010:333). Since the researcher does not know if events of interest would have occurred in censored subjects, the survival curve based on the Kaplan-Meier approach should be considered an estimate once the first patient is censored (Rich et al., 2010:336). Kirkwood and Stern (2003:277) noted the relative stability of this approach since loss-to-follow-up of study subjects does not influence the survival probability estimation.

Parametric methods, which assume a defined mathematical formula for calculating the probability of an outcome and the number of survivors in a fixed time interval, are also used to model survival curves (Tolley et al., 2016:265). The Weibull, Gompertz, gamma, log-normal and log-logistic functions are parametric survival function distributions that are popularly used (Bradburn et al., 2003:434; Kirkwood & Stern, 2003:294; Tolley et al., 2016:265).
2.6.3.3 Comparing survival functions

Survival analysis focuses on comparing the survival patterns of different groups (Kirkwood & Stern, 2003:278), the differences of which must be quantified to assess significance statistically (Rich et al., 2010:334). Several methods exist for the comparison of survival functions; some of which will be discussed in the following sections.

2.6.3.3.1 Log-rank test

The log-rank test is the most widely-used approach for comparing survivals among independent groups which considers the entire follow-up period (Bland & Altman, 2004:1073; Rich et al., 2010:334; Sullivan, 2016) and tests the null hypothesis that their survival curves are equal (Bewick et al., 2004:391; Bland & Altman, 2004:1073; Goel et al., 2010:276; Jager, van Dijk et al., 2008:563; Singh & Mukhopadhyay, 2011:147; Sullivan, 2016). The test is more likely to identify the differences in the survival of groups when the chances of an outcome occurring is persistently higher for one group than the others (Bland & Altman, 2004:1073; Singh & Mukhopadhyay, 2011:147). Similar to the Kaplan-Meier method, the log rank test assumes that censoring is uninformative, survival probabilities are the same for subjects irrespective of their recruitment time, and events occur at the specified times (Bland & Altman, 2004:1073; Jager, van Dijk et al., 2008:563; Singh & Mukhopadhyay, 2011:147). A log rank statistic is calculated with the total number of expected and observed events for each group according to the formula (Bewick et al., 2004:391; Goel et al., 2010:276; Swinscow & Campbell, 2002:130):

\[
\text{Log rank statistic} = \frac{(O_1 - E_1)^2}{E_1} + \frac{(O_2 - E_2)^2}{E_2}
\]

Where:

- \(O_1\) and \(O_2\) represent the total number of observed events for groups 1 and 2, respectively
- \(E_1\) and \(E_2\) are the total number of expected events for groups 1 and 2, respectively.

The log rank statistic is further compared with a chi-square distribution with 1 degree of freedom to draw significance and to confirm that the survival of the groups being compared are not the same (Bewick et al., 2004:391; Goel et al., 2010:276).
A significant advantage of this test is that there is no need for prior knowledge of the shape of the survival curve nor the distribution of the survival times (Bland & Altman, 2004:1073). The test is, however, univariate by nature, describing survival with respect to the variable under investigation and ignoring the effect of other factors (Bewick et al., 2004:392; Clark et al., 2003:431; Goel et al., 2010:277; Jager, van Dijk et al., 2008:565). The lack of effect size to compliment the p-value, together with its inability to estimate the degree of the difference between the survival of groups, limits the efficiency of the test. Bland and Altman (2004:1073) added that the test is unlikely to identify difference in survival when the curves of groups cross.

### 2.6.3.3.2 Hazard ratio

The hazard ratio is a descriptive measure used to compare survival between independent groups by providing relative event rates in the groups (Hoffman, 2015:634; Rich et al., 2010:335; Zwiener et al., 2011:167). The ratio is defined as the ratio of hazard occurring in one group to that of another at an exact time (Goel et al., 2010:277; Singh & Mukhopadhyay, 2011:146) and is computed as a quotient of the hazards of the groups being compared according to the mathematical equation (Zwiener et al., 2011:167):

\[
\text{Hazard ratio} = \frac{h_2(t)}{h_1(t)}
\]

Where:

\( h_1(t) \) and \( h_2(t) \) are the hazards of groups 1 and 2, respectively, at time, \( t \).

Hazard ratios give an idea of how much higher an event probability is, in one group, than the one to which it is being compared (Zwiener et al., 2011:167). In clinical trials, the hazard ratio can be used to understand the extent to which a treatment can shorten disease duration (Spruance et al., 2004:2787). Hazard ratios are better estimated using regression modelling techniques such as the Cox regression method (Clark et al., 2003:236).

### 2.6.3.3.3 Cox-proportional hazards model

This model is semi-parametric because it does not specify the base hazard function (Singh & Mukhopadhyay, 2011:147; Sullivan, 2016). The model is a regression, used for analysing survival data, which estimates hazard ratio and confidence interval (Bradburn et al., 2003:431; Singh & Mukhopadhyay, 2011:147; Spruance et al., 2004:2787) and tests the effect of several risk factors.
and independent variables on the survival experience of different groups (Bewick et al., 2004:392; Goel et al., 2010:277; Sullivan, 2016). It presumes that the hazard ratios of various groups being compared are insensitive to time and thus remain constant over the study period; a phenomenon known as the proportional hazards assumption (Bewick et al., 2004:392; Bradburn et al., 2003:432; Hoffman, 2015:636; Kirkwood & Stern, 2003:287; Singh & Mukhopadhyay, 2011:147; Spruance et al., 2004:2787; Sullivan, 2016; Zwiener et al., 2011:167).

The mathematical expression of the model is (Kirkwood & Stern, 2003:288):

\[ \log(h(t)) = \log(h_0(t)) + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_p x_p \]

Where:

- \( h(t) \) is the hazard at time \( t \)
- \( h_0(t) \) is the baseline hazard at time \( t \)
- \( x_1 \) to \( x_p \) are the \( p \) exposure variables.

The Cox-proportional hazards model is robust (Hoffman, 2015:636; Singh & Mukhopadhyay, 2011:147), powerful and flexible (Spruance et al., 2004:2791). It can estimate effect sizes (Zwiener et al., 2011:167) and calculate hazard ratios (Singh & Mukhopadhyay, 2011:147). The model gives the increased chances of an event incidence in one group compared to another (Rich et al., 2010:147) and allows for adjustment of the imbalance between groups (Hoffman, 2015:636). A Cox model can, however, not be applied in instances where the survival curves of populations cross (Hoffman, 2015:636).

### 2.6.4 Prescription sequence symmetry analysis (PSSA)

Observational pharmacoepidemiology addresses the limitations of clinical trials and spontaneous reporting, complementing these methods to provide in-depth knowledge of the safety profile of medications as used in clinical practice (Lesko & Mitchell, 2013:271). Prescription sequence symmetry analysis (PSSA) uses administrative claims data to assess a relationship between medications and potential adverse events (Wahab et al., 2016:349) by examining the symmetry in sequence of medication initiation and the onset of an indicator of the adverse event in a specific time frame (Pratt et al., 2013:916; Wahab, Pratt, Kalisch, et al., 2013:2; Wahab, Pratt, Wiese, et al., 2013:496). The approach was proposed by Hallas (1996:478) and was first used to investigate the relationship between cardiovascular medication initiation and depression. Prescription sequence
symmetry analysis has been further used to assess the adverse drug events associated with use of inhaled corticosteroids (Van Boven et al., 2013:231), anti-epileptic drugs (Tsiropoulos et al., 2009:483), isotretinoin (Hersom et al., 2003:424), and sulpiride (Lai et al., 2014:1), among others.

In PSSA, the researcher determines the ratio of the sequences of two medications; an index suspected to be the cause of the adverse event and an indicator used to counter the event (Wahab et al., 2016:349). The sequence of dispensing the index and indicator medications in the same individual is determined and the number of subjects who were dispensed the indicator medication after the index is divided by the number of those who received the indicator medication before the index medication to determine the crude sequence ratio — a measure of the extent of symmetry (Bytzer & Hallas, 2000:1480; Hashimoto et al., 2015:2; Hersom et al., 2003:426; Pratt et al., 2014:2; Pratt et al., 2015:862; Van Boven et al., 2013:232; Wahab, Pratt, Wiese, et al., 2013:498; Wahab et al., 2016:349).

The PSSA is robust towards time-constant variables but sensitive to trends in prescribing over time, requiring a null-effect sequence ratio to control for changing trends. The null-effect sequence ratio estimates the expected sequence ratio due to the trends if the medication and event being studied have no causal relationship. The ratio of the crude sequence ratio to the null-effect sequence ratio produces an adjusted sequence ratio (Hashimoto, 2015:3; Pratt et al., 2014:2; Pratt et al., 2015:862; Wahab, Pratt, Wiese, et al., 2013:498; Wahab et al., 2016:349).

One would expect a symmetrical distribution of the indicator drug initiation before and after the index drug is initiated if there is no causal relationship (Lai et al., 2017:568). The validity of PSSA depends on the quality and specificity of the indicator of the adverse event (Lai et al., 2017:569) which may be a medication used to treat or hospitalisation that describes the event (Wahab, Pratt, Kalisch, et al., 2013:2; Lai et al., 2017:569). The method requires the use of an appropriate exposure time frame based on the probable time course of the adverse event development, although one year may be optimal for obtaining adequate sensitivity and positive predictive value in signal detection studies for which there are no specific hypotheses (Lai et al., 2017:579).

Use of only three variables — patient identifiers, medication code, and date on which the medication is dispensed — all of which are readily available in administrative claims databases (Pratt et al., 2013:916; Pratt et al., 2014:1; Lai et al., 2017:570) makes the method computationally efficient and simple to use (Hallas, 1996:478; Lai et al., 2017:570; Pratt et al., 2014:1). The inherent ability to make adjustments for confounding variables that remain stable over time is another important advantage. The method uses study subjects that serve as their own controls and therefore does not depend on
numerical adjustment to control for these time-invariant confounders (Bytzer & Hallas, 2000:1480; Hallas, 1996:478; Pratt et al., 2013:918; Pratt et al., 2014:1; Van Boven, 2013:232; Wahab, Pratt, Kalisch, et al., 2013:2; Wahab et al., 2016:349). Graphical output of PSSA allows signals to be better interpreted and a possible temporal association to be observed (Lai et al., 2017:570; Pratt et al., 2015:863). Wahab, Pratt, Wiese, et al. (2013:496) found the method to have a high specificity and moderate sensitivity for identifying adverse events while Pratt et al. (2015:858) proved its consistency over time.

Prescription sequence symmetry analysis is only applicable in post-market surveillance studies where medications are prescribed for treating adverse events or the event leads to hospitalisation (Pratt et al., 2014:8). There is the tendency to underestimate associations if patients who experience the events discontinue medications or obtain treatment for events over-the-counter since these will not be recorded in the administrative claims datasets (Lai et al., 2017:570; Wahab, Pratt, Kalisch, et al., 2013:4). Prescribing trends over time, confounding by indication, protopathic bias, as well as time-varying confounders can bias causal associations identified using the PSSA (Bytzer & Hallas, 2000:1483; Hashimoto et al., 2015:2; Lai et al., 2017:579; Pratt et al., 2013:920; Wahab, Pratt, Kalisch, et al., 2013:2; Wahab et al., 2016:349). Positive signals generated by PSSA do not provide sufficient evidence of causal evidence since it uses only prescription dispensing data and admission data from hospitals without considering the clinical condition of the patients (Wahab, Pratt, Kalisch, et al., 2013:3).

2.7 Chapter summary

The chapter gave a background of pharmacoepidemiology and its significance in health research. Study designs employed in pharmacoepidemiology, sources of data for pharmacoepidemiological studies, as well as the measures assessed in pharmacoepidemiology were examined. Pharmacoepidemiological studies that have been carried out using secondary data were summarised, together with the methods employed.

The subsequent chapter discusses the results and findings of the empirical study and how the stated objectives were met.
CHAPTER 3: RESULTS AND DISCUSSION

3.1 Introduction

This chapter focuses on the results of the empirical investigation phase of the study. The specific objectives of the empirical study were to:

(i) Determine the time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes mellitus using survival analysis.

(ii) Compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa.

Manuscript one, titled “Time to onset of treatment of hypertension and hyperlipidaemia in type 2 diabetes mellitus patients: a survival analysis”, addressed the second objective to compare the time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes mellitus using survival analysis. This manuscript was prepared for submission to the Journal of clinical pharmacy and therapeutics. The author guidelines for the guideline can be found in Annexure C. Proof of submission of manuscript one to Journal of clinical pharmacy and therapeutics can be found in Annexure D.

Manuscript two addressed the third objective, viz. to compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa. Manuscript two, titled “Comparison of adherence measures using administrative claims data among asthma patients receiving montelukast” was prepared for submission to Pharmacoepidemiology and drug safety. The author guidelines can be found at Annexure E. Proof of submission of manuscript two to Pharmacoepidemiology and drug safety can be found in Annexure F.

Each manuscript was written according to the guidelines prescribed for authors by the respective journals. For uniformity, the manuscripts included in this dissertation were formatted to Arial font size 11, with line spacing of 1.5. The reference list of each manuscript was formatted according to journal guidelines and included in the reference list of the dissertation in the Harvard format.

The role of each author in both manuscripts is depicted in Table 3-1.
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Summary

What is known and Objective

Hypertension and hyperlipidaemia have high prevalence among people with diabetes and increase patients’ risk of cardiovascular diseases, ultimately affecting prognosis negatively. Medicines claims data have gained prominence in the study of drug-related events and outcomes. There is paucity of publications on the time to onset of treatment of these conditions among South African patients with diabetes using secondary data. This study aims to apply survival analysis to determine the time to onset of treatment of hypertension and hyperlipidaemia among people with diabetes using a South African medicines claims data.

Methods

Survival analysis was conducted using retrospective data of patients enrolled continuously with a Pharmaceutical Benefit Management (PBM) company in South Africa from 1st January 2008 to 31st December 2016. Information on patients’ sex and date of birth were used, with encrypted membership numbers, to follow-up patients’ prescriptions over time. We identified patients based on International Classification of Diseases, Tenth Revision (ICD-10) diagnoses codes in conjunction with National Pharmaceutical Product Index (NAPPI) codes provided by the Monthly Index of Medical
Specialities (MIMS) classification codes and extracted their data using SAS® system version 9.4 classification codes. Patients whose sex and age fields were incompletely filled were excluded. The Kaplan-Meier approach, used to compare the survival experience of patients who commenced treatment for hypertension and hyperlipidaemia, was conducted using IBM® SPSS® version 25.

Results and discussion

A total of 494 patients with an average age of 53.5 (SD 11.1) years were included in the study, 34.8% of whom were females. Prevalence of hyperlipidaemia and hypertension among patients were 35.0% and 45.6%, respectively. Average time to onset of treatment of hyperlipidaemia was 2684.4 (SD 42.2) days compared to 2434.2 (SD 47.6) days for hypertension. There was no statistically significant difference in age and sex among patients who developed either of these conditions during the study ($p = 0.404$; Cohen’s $d = 0.132$ for hyperlipidaemia and $p = 0.644$, Cohen’s $d = 0.059$ for hypertension).

What is new and Conclusion

Within an average of six years after an index period of 1 year free of disease, people with diabetes may commence treatment of hyperlipidaemia, hypertension or both. With all significant data appropriately captured, medicines claims data can be effectively used in survival analysis to determine time to onset of treatment of hyperlipidaemia and hypertension among people with diabetes.

**Summary in three sentences.**

The occurrence of hypertension and hyperlipidaemia in diabetes mellitus patients increase their cardiovascular risk and negatively affect prognosis. To better access and manage these risk factors, it is important that the time to which they occur in people with diabetes be assessed. Survival analysis of data from a privately-owned Pharmaceutical Benefits Management (PBM) company in South Africa
estimated the time to onset of treatment of both hypertension and hyperlipidaemia among diabetes mellitus patients to be approximately 6 years after an index period of one disease free year.
1. **WHAT IS KNOWN AND OBJECTIVE**

Diabetes is associated with high cardiovascular mortality, with the rates of cardiovascular diseases in diabetic patients being about double that in non-diabetic patients.\(^1\)\(^-\)\(^3\) Cardiovascular diseases are abnormal conditions of the heart and blood vessels that lead to their dysfunction;\(^4\)\(^,\)\(^5\) a group of disorders that include cerebrovascular disease, deep vein thrombosis, congenital heart disease, pulmonary embolism, rheumatic heart disease, peripheral heart disease and coronary heart disease.\(^6\)

Hypertension and hyperlipidaemia are also common in people with diabetes and increase their risk of cardiovascular diseases.\(^3\)\(^,\)\(^6\)\(^-\)\(^8\) A study among people with diabetes in Nigeria found the prevalence of hypertension to be 54.2%,\(^9\) consistent with another research conducted in the United States of America that established a high hypertension prevalence rate of 59.4% among diabetic patients.\(^10\) According to Shah and Afzal,\(^11\) coexistence of hypertension and diabetes increases the risk of cardiovascular diseases by about 75.0% with a subsequent rise in total morbidity and mortality. Dixit et al\(^12\) found that over 70.0% of people with diabetes had a form of dyslipidaemia, a dominant proportion of who had hyperlipidaemia. Higher dyslipidaemia prevalence rates of 93.5% and 95.0% were recorded among South African\(^13\) and Pakistani diabetic patients,\(^14\) respectively.

The presence of cardiovascular disease significantly affects the prognosis of diabetes.\(^2\) There is the need to study the interaction between these conditions to facilitate better management and ultimately to improve prognosis. Risk management in healthcare is critical for maintaining clinical quality and impacts financial performance,\(^15\) both of which are critical in a managed healthcare environment since managed healthcare organisations influence clinical decisions to increase their cost-effectiveness and productivity.\(^16\) It is important that risk factors be well elucidated for appropriate mitigation measures to be put in place. Several studies have been conducted to investigate these risk factors of cardiovascular disease.\(^2\)\(^,\)\(^3\)\(^,\)\(^7\)\(^,\)\(^8\)\(^,\)\(^17\) There is, however, no study that has examined the time to onset of treatment of these comorbidities relative to one another particularly using medicines claims data from the private health sector of South Africa.
The objective of the study was to determine the time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes over a ten-year period using South African medicines claims data through the application of survival analysis.

2. METHODS

This retrospective cohort study was carried out using medicines claims data for the period 1st January 2008 to 31st December 2016 obtained from a South African Pharmaceutical Benefit Management (PBM) company’s central database. The independent PBM company has, over the past 25 years, been processing medicines claims for about 42 medical schemes with 1.6 million beneficiaries in South Africa. Data on about a third of the patients enrolled with private medical aids in South Africa were obtained from this PBM. Information on patients’ sex and date of birth were used, with encrypted membership numbers, to follow-up patients’ prescriptions over time. Drug trade names, dates on which prescriptions were filled, as well as International Classification of Diseases, Tenth Revision (ICD-10) codes for diagnoses were extracted from the database.

The study population consisted of patients who had a diagnosis code (International Classification of Diseases, Tenth Revision (ICD-10) code E11) for type 2 diabetes mellitus and were receiving antidiabetic medication according to the National Pharmaceutical Product Index (NAPPI) codes provided by the Monthly Index of Medical Specialities (MIMS) classification code 19.1. All antidiabetic medications were considered for this investigation. We selected patients among those who had ICD-10 codes for hypertension (I10, I11, I12, I13, I15, O10, and O11) and hyperlipidaemia (E78.5) and were receiving medications classified according to NAPPI codes provided by MIMS. We excluded patients whose sex and age fields were incompletely filled, as well as those who were not enrolled continuously on the database throughout the period of investigation (N = 2 996). The time to the incidence of hypertension and hyperlipidaemia among the diabetic patients were measured in days. With 2008 serving as the index year, we followed up on patients until 31st December 2016.
The Kaplan-Meier approach was used to analyse the time to onset of treatment of hypertension and hyperlipidaemia among sex and age groups. Patients were divided into age quartiles based on descriptive statistics, viz. Age group 1 (≤51 years), Age group 2 (>51, ≤59 years), Age group 3 (>59, ≤66 years), and Age group 4 (>66 years) for comparison of time to onset of treatment among these. Independent t-tests were conducted to compare patients’ characteristics. \( P \)-values < 0.05 were deemed statistically significant. The SAS® system version 9.4\(^{19} \) was used to extract study population and for baseline analysis whereas IBM® SPSS® version 25\(^{20} \) was used for the survival analysis.

3. RESULTS

A total of 494 patients were involved in this study, 34.8\% of which were females. A summary of the patient characteristics is shown in Table 1. The mean age of the study population was 53.5 years (SD 11.4). Males in our study were marginally older than the females at 54.5 (SD 11.1) vs. 51.3 (SD 12.1) years (\( p = 0.003; \) Cohen’s \( d = 0.3 \)).

Table 2 summarises the incidence of hyperlipidaemia and hypertension treatments among males and females and the various age groups. Of the study population, 35.0\% (n = 173) commenced treatment for hyperlipidaemia during the study compared to 45.6\% who started treatment for hypertension. Among men (N = 322), 141 (43.8\%) started hypertension treatment whereas 116 (36.0\%) commenced treatment for hyperlipidaemia. In comparison, 57 (33.1\%) women (N = 172) began treatment of hyperlipidaemia while 84 (48.8\%), started receiving treatment for hypertension. Of the 232 patients aged less than 51 years, 73 (31.5\%) and 106 (45.7\%) started treating hyperlipidaemia and hypertension, respectively. Of the 102 patients between ages 51 and 59 years, 38 (37.3\%) patients commenced treatment for hyperlipidaemia while 46 (45.1\%) also commenced treatment for hypertension. Among the 82 patients aged between 60 and 66 years, the incidence rates of onset of treatment for hyperlipidaemia and hypertension were 39.0\% and 45.1\%, respectively. From the 78 patients above age 66 years, 30 (38.5\%) developed hyperlipidaemia and 36 (46.2\%) developed hypertension. There was no age difference between males and females with
diabetes who received treatment for hyperlipidaemia ($p = 0.404$; Cohen’s $d = 0.132$) nor hypertension ($p = 0.644$, Cohen’s $d = 0.059$) (Table 3).

A summary of the time to onset of treatment of hypertension and hyperlipidaemia among patients is presented in Table 4. The mean time to onset of treatment of hyperlipidaemia and hypertension were 2684.4 days (SD 42.2) and 2434.2 (SD 47.6) days, respectively, with no statistically significant differences in the survival experiences according to age categories ($p = 0.578$ and $p = 0.964$, respectively) nor sex ($p = 0.563$ and $p = 0.139$, respectively). While the mean time to onset of treatment of hypertension among female patients was 2300.8 days (SD 85.6), that among male patients was 2424.2 days (SD 56.5). The average time to onset of treatment of hyperlipidaemia was lower (2673.6 days, SD 52.4) in the male patients than in female patients (2704.6 days, SD 71.1). For hypertension, patients in age range 60-66 years had the highest average survival time (2568.7 days: SD 104.4) while patients aged less than 51 years commenced treatment for hyperlipidaemia later than patients in the other age groups (2718.3, SD 61.9). Table 5 highlights the comparisons among age and sex groups. Figures 1-4 presents the Kaplan-Meier plots for times to onset of treatment of hyperlipidaemia and hypertension among males and females in various age groups.

4. DISCUSSION

Our study examined the time to onset of treatment of hypertension and hyperlipidaemia in people with diabetes. The higher incidence of hypertension among females whose average age was 53.7 years compared with their male counterparts of approximately the same age reflects trends that show that prevalence of hypertension is higher among pre-menopausal women than men at the same age.$^{21,22}$ This increasing prevalence of hypertension with increasing age in women has been credited to the depleting concentrations of oestrogen, which by vasorelaxation and prevention of vascular remodelling and aortic stiffness, plays a protective cardiovascular role.$^{23,24}$

Consistent with the findings of previous studies,$^{25-28}$ male patients were found to have a higher prevalence of hyperlipidaemia than females. It has been proposed that while female sex hormones,
especially oestrogen, protects against rising lipid levels, testosterone may predispose men to elevated levels and thus, account for the high lipid profile of men compared to women. A study conducted among people with diabetes in India reported a high dominance of hyperlipidaemia with female subjects having higher mean lipid concentrations that their male counterparts. In the absence of data on race as well as clinical data from which blood concentrations can be evaluated, the results of our study cannot be evaluated relative to those of the former study. Although previous studies have found that the prevalence of hyperlipidaemia increases with increasing age, our study reported no significant difference in the prevalence of hyperlipidaemia among the various age stratifications employed in the study. This may be because our study was conducted among a middle-aged South African population (mean age 53.5 years), among whom Maritz had previously found no difference in prevalence of hypercholesterolaemia between males and females in contrast to lower prevalence among younger females than males and higher prevalence in females in older ages.

We found that within about six years after a one-year index period, people with diabetes had the propensity to commence treatment for either hyperlipidaemia, hypertension or both. Insulin has been proposed to play a vital role in the metabolic syndrome, a cluster of conditions and multiplex of predisposing factors for cardiovascular disease to which diabetes, hypertension and hyperlipidaemia, \textit{inter alia}, belong. Insulin stimulates the uptake of glucose in skeletal muscles and the heart, and reduces the synthesis of glucose and triglyceride-rich particles. Insulin resistance or deficiency impairs its ability to facilitate glucose uptake in the muscles and to prevent glucose synthesis leading to hyperglycaemia. According to Goldberg, in people with diabetes, hyperglycaemia as well as defects in the insulin activity cause changes in plasma lipoproteins. Further, insulin — by the endothelial nitric oxide production — exerts anti-inflammatory and vasorelaxation activity, leading to reduced blood pressure. The pathways of oxidative stress, endothelial damage, low grade inflammation and hypercoagulability have been found to be common to these conditions and have also been credited with their co-existence.
To the best of our knowledge, ours is the first study that has employed survival analysis to study the relationship of diabetes with hypertension and hyperlipidaemia in the private health sector of South Africa using claims data. We employed extensive data from the private healthcare sector which is considered representative of the patients in South Africa for which the PBM provides medicines claims services, with a large proportion of privately-owned pharmacies in South Africa being by the PBM. Our study, however, was not devoid of limitations. In the absence of relevant data, the present study did not consider how long our study patients had been receiving treatment for diabetes. This is because although the Chronic Disease List, which contains diabetes along with other conditions for which medications and treatments are covered by PBMs in South Africa, was introduced in 2003, the data from the PBMs on the chronic disease list were only reliable from 2008. It was, therefore, not feasible to go back further to determine how long patients had received treatment for diabetes. Also, the level of glucose control among patients could not be determined because of the lack of clinical data and thus, our results are limited in their ability to estimate the effect of glucose control on the onset of treatment of hypertension and hyperlipidaemia. Our dataset did not permit the classification of hyperlipidaemia as has been done by previous studies. Thus, the prevalence and time to which various forms of lipid alterations occur could not be determined. Finally, fairly wide confidence intervals determined in the time to onset of treatment of diabetes reduced the power to detect significant associations accurately. We recommend further longitudinal studies, in both private and public health sectors of South Africa, into the development of hypertension and the various forms of hyperlipidaemia in patients with type 1 and type 2 diabetes.

WHAT IS NEW AND CONCLUSION

There was a male dominance of hyperlipidaemia while females were found to have a higher prevalence of hypertension among our study patients. With respect to mean age, there was no difference between the males and females with diabetes who started receiving treatment for both hyperlipidaemia and hypertension. The average time to onset of treatment of both hypertension and
hyperlipidaemia among people with diabetes was estimated to be about 6 years after a one-year index period, with no statistically significant variations between male and female patients of different ages. Although the absence of clinical data and information on other confounders limit their use, medicines claims data present an accessible and large sample size over an extensive period that can be applied in survival analysis for the estimation of time to development of medical outcomes.
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Table 1: Patients’ demographics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N(^1) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of patients, N</td>
<td>494</td>
</tr>
<tr>
<td>Age groups (years), n (%)</td>
<td></td>
</tr>
<tr>
<td>≤ 51</td>
<td>232 (47.0)</td>
</tr>
<tr>
<td>51-59</td>
<td>102 (20.7)</td>
</tr>
<tr>
<td>60-66</td>
<td>82 (16.6)</td>
</tr>
<tr>
<td>&gt;66</td>
<td>78 (15.8)</td>
</tr>
<tr>
<td>Mean (SD(^2))</td>
<td>53.47 (11.4)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>322 (65.2%)</td>
</tr>
<tr>
<td>Female</td>
<td>172 (34.8%)</td>
</tr>
</tbody>
</table>

\(^1\) N: Number of patients
\(^2\) SD: Standard deviation
<table>
<thead>
<tr>
<th>Age group (Years), n (%)</th>
<th>Total N</th>
<th>Hyperlipidaemia</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of events, n (%)</td>
<td>Number censored, n (%)</td>
</tr>
<tr>
<td>&lt;51</td>
<td>232</td>
<td>73 (31.5)</td>
<td>159 (68.5)</td>
</tr>
<tr>
<td>51-59</td>
<td>102</td>
<td>38 (37.3)</td>
<td>64 (37.3)</td>
</tr>
<tr>
<td>60-66</td>
<td>82</td>
<td>32 (39.0)</td>
<td>50 (61.0)</td>
</tr>
<tr>
<td>&gt;66</td>
<td>78</td>
<td>30 (38.5)</td>
<td>48 (61.5)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td>494</td>
<td>173 (35.0)</td>
<td>321 (65.0)</td>
</tr>
<tr>
<td>Male</td>
<td>322</td>
<td>116 (36.0)</td>
<td>206 (64.0)</td>
</tr>
<tr>
<td>Female</td>
<td>172</td>
<td>57 (33.1)</td>
<td>115 (66.9)</td>
</tr>
</tbody>
</table>
### Table 3: $t$-test for equality of mean ages between sex groups

<table>
<thead>
<tr>
<th>Condition</th>
<th>Mean age in years (SD)$^3$</th>
<th>$T$-test for equality of means $p$-value</th>
<th>Cohen’s $d$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hyperlipidaemia</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>55.0 (10.6)</td>
<td>0.404</td>
<td>0.132</td>
</tr>
<tr>
<td>Females</td>
<td>53.6 (11.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hypertension</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>54.4 (9.9)</td>
<td>0.644</td>
<td>0.059</td>
</tr>
<tr>
<td>Females</td>
<td>53.7 (11.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^3$ SD: Standard deviation
Table 4: Mean time to onset of treatment of hyperlipidaemia and hypertension

<table>
<thead>
<tr>
<th>Age groups</th>
<th>Hyperlipidaemia</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (days)</td>
<td>95% CI$^4$</td>
</tr>
<tr>
<td>&lt;51</td>
<td>2718.3</td>
<td>2597.0-2839.6</td>
</tr>
<tr>
<td>51-59</td>
<td>2654.1</td>
<td>2475.5-2832.7</td>
</tr>
<tr>
<td>60-66</td>
<td>2685.9</td>
<td>2493.6-2878.3</td>
</tr>
<tr>
<td>&gt;66</td>
<td>2620.2</td>
<td>2400.5-2839.8</td>
</tr>
</tbody>
</table>

$p$-values 0.578 0.964

<table>
<thead>
<tr>
<th>Sex</th>
<th>Hyperlipidaemia</th>
<th>Hypertension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>2673.6</td>
<td>2570.9-2776.3</td>
</tr>
<tr>
<td>Female</td>
<td>2704.6</td>
<td>2565.1-2844.0</td>
</tr>
</tbody>
</table>

$p$-values 0.563 0.139

$^4$ CI: Confidence interval
Figure 1: Kaplan-Meier plot for time to onset of treatment of hyperlipidaemia among various age groups.

---

5 Age groups: 1: ≤ 51 years; 2: 51-59 years; 3: 60-66 years; 4: > 66 years
Figure 2: Kaplan-Meier plot for time to onset of treatment of hypertension among various age groups.

Age groups: 1: ≤ 51 years; 2: 51-59 years; 3: 60-66 years; 4: > 66 years
Figure 3: Kaplan-Meier plot for time to onset of treatment of hyperlipidemia among male and female patients
Figure 4: Kaplan-Meier plots for time to onset of treatment of hypertension among male and female patients
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ABSTRACT

Purpose

This study aimed to compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa.

Methods

This retrospective, cross-sectional research employed data from 1st January 2006 to 31st December 2015 from a privately-owned Pharmaceutical Benefits Management (PBM) in South Africa. Claims for montelukast were identified and adherence determined using the continuous multiple interval measure of oversupply (CMOS), compliance ratio (CR), modified medication possession ratio (MPRm), refill compliance rate (RCR), continuous single interval measure of medication acquisition (CSA) and proportion of days covered (PDC) capped at 1. The measures were compared with the medication possession ratio (MPR) as the reference.

Results

The MPR, CMOS and CR were equivalent, each yielding an adherence value of 86%. The MPRm, RCR and average CSA yielded higher adherence values of 96.9%, 117.2% and 129.0%, respectively whereas the PDC produced a lower adherence value of 76.0%. The measures that used the entire study period as the denominator produced consistent results compared to the measures that used the difference between claims dates as denominator.

Conclusions

Although some degree of equivalence was observed among the adherence measures evaluated, the variables applied in their computation resulted in varied adherence values. The definitions of days’ supply and the study period contributed significantly to the difference in adherence values obtained.
Selection of adherence measures should, therefore, be determined by the data available and the accurate definition of the variables to be used for computing the measures.
INTRODUCTION

Adherence to medication is the degree to which the drug-taking behaviours of patients agree with recommendations by the prescriber.\(^1\) The measurement of adherence is becoming increasingly important since it is critical to the success of pharmacotherapy.\(^2\)\(^-\)\(^5\) There are several methods of computing adherence and these include, \textit{inter alia}, the use of biological assays and markers, directly observed therapy, self-reports, pill counts, use of surveys, questionnaires and electronic medication packaging.\(^2\)\(^,\)\(^4\)\(^,\)\(^8\)\(^-\)\(^11\) These methods, although beneficial, may be limited by cost,\(^6\)\(^,\)\(^10\)\(^,\)\(^11\) ethical concerns\(^11\) and self-reported bias.\(^6\)\(^,\)\(^7\)\(^,\)\(^10\) Administrative claims data offer an inexpensive, efficient and non-invasive means by which adherence can be measured.\(^2\)\(^,\)\(^4\)\(^,\)\(^9\)

In addition, administrative claims databases provide access to large populations for study under real clinical practice situations, and in a timely and effective manner.\(^12\)\(^-\)\(^15\) Data obtained from such databases are less susceptible to recall and interviewer bias and can be linked to other databases,\(^14\) such as medical records databases, to facilitate the determination of adherence. The use of administrative databases for measuring adherence, however, has some inherent disadvantages. Administrative datasets estimate adherence based on medication possession and not consumption\(^4\) since they are unable to determine patients’ intake of prescribed and dispensed medications.\(^2\) Grégoire and Moisan\(^1\) add that dispensing data depend on conditions of reimbursement and will, thus, not measure adherence to medications purchased over-the-counter and those not covered by a healthcare scheme. Adherence determined solely by claims data may mask periods of over- and under-utilisation of medications.\(^11\) Successful use of administrative claims data for estimating adherence requires that all relevant information is recorded accurately, and patients are eligible for the medication of interest during the period of study to allow for valid conclusions to be made.\(^9\)

Although several measures have been proposed to estimate adherence using medicines claims data and validated using other methods such as patient reports and pill counts, there are no specifications
for their mathematical calculation.\textsuperscript{16} With the wide range of adherence measures available, researchers are often faced with the decision of choosing which is appropriate.\textsuperscript{16,17} Some adherence measures have been identified to be mathematically equivalent, yielding similar adherence values.\textsuperscript{16} Hess et al\textsuperscript{4} suggests that it may not be necessary to have the variety of measures currently employed to assess adherence when administrative claims are used. An assessment of the various methods is, thus, important for better understanding and to facilitate future adherence studies using administrative data.

Previous studies have utilised secondary data to evaluate adherence to hypoglycemic medications,\textsuperscript{18-20} lipid-lowering medications,\textsuperscript{20,21} antihypertensives,\textsuperscript{20} medications for managing multiple sclerosis,\textsuperscript{22,23} and oral bone sparing medications,\textsuperscript{24} among others. Several studies have also employed secondary data from South Africa for the assessment of adherence to anti-epileptics,\textsuperscript{25} antidepressants,\textsuperscript{26,27} and other medications. To the best of our knowledge, however, no study has been published on the use of secondary data for the comparison of different adherence measures in South Africa. This study aimed to compare different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa.

\textbf{METHODS}

\textbf{Study design}

We performed a quantitative cross-sectional study analysing medicines claims data that is nationally representative for a ten-year period (1\textsuperscript{st} January 2006 to 31\textsuperscript{st} December 2015).

\textbf{Data source}

We employed nationally-representative medicines claims data obtained from a privately-owned South African Pharmaceutical Benefit Management (PBM) company. This PBM is a large independent company that has been providing medicine claims processing services to about 1.6
million beneficiaries of about 42 medical schemes in South Africa for over 25 years. The data obtained represent about one-third of the South African patients registered with private medical aid schemes.28

Demographic information, such as sex and date of birth, together with encrypted membership numbers were used to the follow-up patients’ prescriptions over a period of time. Information on prescribed medications dispensed to patients included drug trade names, quantities dispensed, days’ supply, the prescription fill date, as well as International Classification of Diseases, Tenth Revision (ICD-10) codes for diagnoses.

STUDY MEASUREMENTS

Patient characteristics

All patients who had a diagnosis code (ICD-10 code J45) for asthma in conjunction with at least two consecutive claims for montelukast based on the National Pharmaceutical Product Index (NAPPI) code 10.4.2, provided by MIMS,29 during the study period, were included in the research. Patients had to be enrolled continuously with the PBM throughout the study period.

Measuring adherence

The medication possession ratio (MPR) is one of the most extensively-used measures of adherence based on claims data.2,17,30,31 Karve et al31 propose that researchers consider the MPR first for the calculation of adherence since several studies have discovered it to be valuable as an adherence measure.2,17,32 Although MPR is easy to compute and interpret, it may mask periods of oversupply.2,17 There is presently no perfect adherence measure using claims data33 but the MPR serves as an acceptable standard against which other measures can be assessed. For this study, the MPR was used as a reference to which other measures of adherence were compared.
Six adherence measures\(^4\) namely the proportion of days covered (PDC) capped at 1, refill compliance rate (RCR), compliance ratio (CR), modified medication possession ratio (MPRm), continuous multiple interval of oversupply (CMOS) and the continuous single interval measure of medication acquisition (CSA) averaged over the period of observation were determined, three of which (capped PDC, MPRm and average CSA) were compared to the MPR using Bland-Altman plots. In interpreting the results, smaller bias levels, together with narrow limits of agreements were considered representative of more equivalent measures than larger wide values with wider margins. The mathematical formulae for the determination of these adherence measures are described in Table 1.\(^4\)

<<Place Table 1 here>>

**Statistical analysis**

The SAS\(^{®}\) system version 9.4\(^{34}\) was used to compute the means and standard deviations of the various measures. Bland-Altman plots, plotted using IBM\(^®\) SPSS\(^®\) version 25,\(^{35}\) were used to compare selected adherence measures against the medication possession ratio as reference category.

**RESULTS**

The cohort consisted of 9 141 patients with a median age of 13.3 (5.2 - 49.2) years. In total, 52.8% (n = 4 825) were females. Females in the cohort were significantly older than their male counterparts at cohort entry (\(p < 0.1\); Cohen’s \(d = 0.5\)).

<<Place Table 2 here>>

Table 3 depicts the values for each adherence measure. The MPR and CR resulted in adherence of 86.4%. Adherence values for PDC, modified MPR, RCR and CSA, averaged were 74.0%, 96.6%, 117.2% and 129.1%, respectively. The value for CMOS, the gap measure evaluated, was 0.136.
Results from Bland-Altman plots for MPR as reference category against MPRm, Average CSA and PDC are presented in Table 4. Varied degrees of equivalence were observed between MPR and each of the measures to which it was compared. Against PDC capped, there was a stronger agreement as evidenced by the small bias (0.02) value as well as narrow limits of agreement (-0.11-0.15). This was, however, not the case with the MPRm from which there was a wide limit of agreement (-42.97-2.06).

DISCUSSION

This large cross-sectional study produced three key findings. Firstly, the study showed that two measures (CR and CMOS) produced equivalent mean adherence as the MPR. The observation, on one hand, confirms the results of the study by Hess et al in which CMOS and MPR produced the same mean values but is contrary to the same study's finding of significant difference between CR and MPR. This variation in findings can be attributed to the different ways in which the variables where defined for computing the measures. The formulae by which the MPR, CMOS and the CR were calculated were almost the same, requiring the same variables and thus resulting in adherence values that were equivalent. The CMOS, being a gap measure, produced a value of 0.14 which is equivalent to adherence levels of 0.86 in non-gap methods. For gap measures, adherence values closer to zero represent better adherence levels.

Secondly, it was also observed that besides the capped PDC which produced adherence values lower than the MPR, all the other measures (Table 3) resulted in adherence values greater than the MPR (Average CSA>>>RCR>>>MPRm>MPR), a trend consistent with results of earlier studies.
The PDC capped resulted in adherence values lower than those from MPR because this measure uses the total study period and does not consider excess medication on hand at the termination of the study. We observed a strong agreement between MPR and PDC capped for adherence values below 1 (Figure 1) as most of the data points that correspond with mean values below 1 showed zero difference between these measures. This is also evidenced by a small bias value of 0.02 and the narrow range between the limits of agreement (-0.11-0.15). Consequently, our results show that MPR and PDC capped are equivalent when adherence is below 1, where there is no oversupply or excess medication on hand. In the event of adherence values above 1 (oversupply) as shown in Fig. 2, however, there is increasing difference with increasing mean. Thus, MPR consistently produces values higher than PDC capped with increasing adherence. The presence of patients with some degree of medication oversupply in our investigation may, therefore, be the reason for the higher mean MPR value relative to the mean value of capped PDC.

The RCR evaluates the time period between dispensations instead of the entire study period, leading to a denominator which is smaller compared to that for measures that consider the entire period. This results in overestimation of adherence reflected by the high mean RCR value. To overcome the drawback of RCR in overestimating adherence, the MPRm, which also assesses the period between fills, includes number of days equal to the number of days’ supply of medication acquired at the last dispensation. This addition of days assumes that the patient is completely adherent in the period to be covered by the last dispensation, accounting for its relatively high value compared to the MPR. There is some degree of agreement between MPR and MPRm as most data points fall within the limits of agreement (Figure 2). A bias of -20.46 together with the wide range of limits of agreement between -42.97 and 2.06, however, suggests that MPR and MPRm are not equivalent. The difference between the MPRm and MPR can be attributed to their difference in denominator and the consideration of the last dispensation in the computation of the MPRm.
In the calculation of the CSA, adherence for each dispensation period is calculated independently and averaged. The number of refills affects the weight of adherence in the cumulative analysis thus patients with single refills will not have the same weight as those with multiple refills. Patients’ receipt of medications close to the end of the study period leads to bias as this is reflected as an oversupply and accounts for the measure’s high adherence values. This measure does not allow a carry-over of excess medication from a refill interval to another; a very likely event in practical settings. The MPR and average CSA also exhibit an agreement as most data points fall within the limits of agreement (Fig. 3). With a bias of -0.59 and range of limits of agreement between -3.06 and 1.88, the two measures can be said to be fairly equivalent. For mean adherence above 2, it can be noticed that there is decreasing difference with increasing mean; MPR consistently producing smaller values than the average CSA.

Finally, it was interesting to note that the definition of the denominator was critical to the results obtained from measure computations. Similar to what has been found by Hess et al. and Karve et al., adherence measures that presented the entire study period as denominator (MPR, capped PDC and CMOS) in our study ensured uniformity and consistency as opposed to measures that used the time between dispensations as the denominator. The measures that estimated the denominator as the difference between refills do not provide a uniform denominator. These measures may overestimate adherence since they may not be able to account for patients who discontinued medications early resulting in overestimation of adherence for such patients.

A notable limitation of this study was that the data used were intended for reimbursement purposes and not for research purposes and may, therefore, lack certain data fields that would be relevant for the calculation of adherence methods such as the exact number of days for which drugs were supplied. Again, there was no definitive means by which conclusions could be drawn as to the best adherence measures to be used when administrative claims data are employed.
In conclusion, determination of the variables for computation of adherence is critical to the accuracy of results in assessing adherence using these measures.\(^3,4,23\) Days’ supply must be cautiously estimated. Depending on the available data, this can be determined as the quotient of the prescribed dose and the number of units of the drug dispensed.\(^3,4\) The number of evaluation days is also essential in the calculation of adherence measures. It is therefore important to determine \textit{a priori} the time frame for the evaluation of adherence to obtain consistent values. Understanding the data available for determining adherence is important for a decision to be made on the appropriate measures.\(^8\) The variables required as well as the complexity of calculations are features that need to be considered.
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### Table 1. Mathematical formulas for adherence measures

<table>
<thead>
<tr>
<th>Adherence measure</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication possession ratio (MPR)</td>
<td>( \frac{\text{Number of days' supply in index period}}{\text{number of days in the study period}} )</td>
</tr>
<tr>
<td>Proportion of days covered capped (PDC capped)</td>
<td>( \frac{\text{Number of days' supply in index period}}{\text{number of days in study period}} )</td>
</tr>
<tr>
<td>Refill compliance rate (RCR)</td>
<td>( \frac{\text{Number of days' supply}}{\text{last claim date} - \text{index date}} ) \times 100</td>
</tr>
<tr>
<td>Compliance ratio (CR)</td>
<td>( \frac{\text{Number of days' supply in index period} - \text{last days supply}}{\text{last claim date} - \text{index date}} )</td>
</tr>
<tr>
<td>Medication possession ratio, modified (MPRm)</td>
<td>( \frac{\text{Number of days' supply}}{\text{last claim date} - \text{index date} + \text{last days' supply}} ) \times 100</td>
</tr>
<tr>
<td>Continuous multiple interval measure of oversupply (CMOS)</td>
<td>( \frac{\text{Total days of treatment gaps (+) or surplus (−)}}{\text{total days to next fill or end of observation period}} )</td>
</tr>
<tr>
<td>Continuous single interval measure of medication acquisition, average (Average CSA)</td>
<td>( \frac{\text{Days' supply obtained at the beginning of the interval}}{\text{days in the interval}} )</td>
</tr>
</tbody>
</table>
Table 2. Baseline characteristics of the cohort (N = 9141)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of patients, N</td>
<td>9141</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>Median (IQR)(^7)</td>
<td>13.3 (5.2-49.2)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4316 (47.22)</td>
</tr>
<tr>
<td>Female</td>
<td>4825 (52.78)</td>
</tr>
</tbody>
</table>

\(^7\) IQR: Interquartile range
Table 3. Adherence values for the cohort (N = 9,141)

<table>
<thead>
<tr>
<th>Adherence measure</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication possession ratio (MPR)</td>
<td>0.86</td>
<td>1.44</td>
</tr>
<tr>
<td>Proportion of days covered capped (PDC capped)</td>
<td>0.76</td>
<td>0.25</td>
</tr>
<tr>
<td>Refill compliance rate (RCR), %</td>
<td>117.15</td>
<td>281.08</td>
</tr>
<tr>
<td>Compliance ratio (CR)</td>
<td>0.86</td>
<td>1.44</td>
</tr>
<tr>
<td>Medication possession ratio, modified (MPRm), %</td>
<td>96.60</td>
<td>35.91</td>
</tr>
<tr>
<td>Continuous multiple interval measure of oversupply (CMOS)</td>
<td>0.14</td>
<td>1.44</td>
</tr>
<tr>
<td>Continuous single interval measure of medication acquisition, average (Average CSA)</td>
<td>1.29</td>
<td>2.11</td>
</tr>
</tbody>
</table>
### Table 4. Comparison of adherence measures

<table>
<thead>
<tr>
<th>Measure</th>
<th>Bias</th>
<th>Standard deviation</th>
<th>Lower limit of agreement</th>
<th>Upper limit of agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPRm</td>
<td>-20.46</td>
<td>11.49</td>
<td>-42.97</td>
<td>2.06</td>
</tr>
<tr>
<td>PDC</td>
<td>0.02</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.15</td>
</tr>
<tr>
<td>capped</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>-0.59</td>
<td>1.26</td>
<td>-3.06</td>
<td>1.88</td>
</tr>
<tr>
<td>CSA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Bland-Altman plot of medication possession ratio (MPR) vs proportion of days covered capped at 1 (PDC capped)
Figure 2. Bland-Altman plot of medication possession ratio (MPR) vs modified medication possession ratio (MPRm)
Figure 3. Bland-Altman plot of medication possession ratio (MPR) vs average continuous single interval measure of medication acquisition (average CSA)
Figure Legends

Figure 1: Bland-Altman plot showing good agreement in the adherence determined using the medication possession ratio (MPR) and the proportion of days covered capped at 1 (PDC capped). The plot depicts data from 40 patients randomly selected from the study population. The mean of the adherence values determined using both MPR and PDC capped for each patient (x-axis) was plotted against the difference between these same adherence values (y-axis). Solid lines represent bias while the dashed lines represent the lower and upper limits of agreement.

Figure 2: Bland-Altman plot showing poor agreement in adherence values determined using the medication possession ratio (MPR) and the modified medication possession ratio (MPRm). The plot depicts data from 40 patients randomly selected from the study population. The mean of the adherence values determined using both MPR and MPRm for each patient (x-axis) was plotted against the difference between these same adherence values (y-axis). Solid lines represent bias while the dashed lines represent the lower and upper limits of agreement.

Figure 3: Bland-Altman plot showing agreement in adherence computed using the medication possession ratio (MPR) and the average continuous single interval of medication acquisition (Average CSA). Data from 40 patients randomly selected from the study population was employed in this plot. The mean of the adherence values determined using both MPR and average CSA for each patient (x-axis) was plotted against the difference between these same adherence values (y-axis). Solid lines represent bias while the dashed lines represent the lower and upper limits of agreement.
3.4 Chapter summary

In this chapter, two manuscripts that address the objectives of the empirical investigation were presented. The next chapter, which concludes the study, discusses the study’s conclusions, strengths and limitations, and proposes recommendations for future studies.
CHAPTER 4: CONCLUSIONS, STRENGTHS, LIMITATIONS AND RECOMMENDATIONS

4.1 Introduction

The focus of this final chapter is to draw conclusions from the study with respect to the objectives specifically outlined in Chapter 1. The chapter highlights the strengths and limitations of the study and proposes recommendations for future studies.

4.2 Conclusions from the study

The study aimed to assess the appropriate use of different research methods in pharmacoepidemiological studies using a South African medicines claims database. Two main approaches, a literature review and an empirical study, were employed towards attaining this goal. Conclusions drawn after meeting the aims of the study follow in the subsequent paragraphs.

4.2.1 Conclusions from literature study

The specific objectives of the literature review were achieved in Chapter 2 of this dissertation and the following paragraphs discuss the conclusions drawn from the findings.

4.2.1.1 Conceptualisation of pharmacoepidemiology; its uses and relevance

Pharmacoepidemiology was defined as the study of the distribution and determinants of drug-related outcomes in large populations and how this is applied to efficacious treatments (Porta, 2014:184). It was also established that the discipline applies epidemiologic methods to the field of pharmacology to study the use and effects of medications among groups of people (Evans, 2012:973; Kongpatanakul & Strom, 2001:27; Spitzer, 1999:352; Varanasi, 2012:11; Wettermark, 2013:43; Wise, 2011:95). The history and growth of pharmacoepidemiology were summarised in section 2.2.1.

The literature study revealed that pharmacoepidemiology can be applied in all phases of drug development, making and use and at all levels of healthcare (Thaker et al. 2015:53) to obtain useful insight into the use of drugs with resultant outcomes and contribute to decision-making based on scientific evidence (Rodriguez & Gutthann, 1998:421). Pharmacoepidemiology was found to be useful for understanding target populations, indications and relationships that exist among these and the drugs under investigation, increasing product name recognition and market penetration during drug marketing, serving as ‘legal prophylaxis’ in anticipation of future medication ligations, supporting rational and cost-effective medication use, monitoring
medication-taking behaviours, among others (refer to sections 2.2.2.1, 2.2.2.2, 2.2.2.3, 2.2.2.4 and 2.2.2.5).

From the literature, it was determined that pharmacoepidemiology addresses questions on incidence and causality of the outcomes of medications, medication effectiveness, economic impact of medications as well as prescription and utilisation patterns (Kongpatanakul & Strom, 2001:27). To do this, specific measures of pharmacoepidemiology are evaluated in this discipline. These include, inter alia, adherence to medicines (McCaffrey, 2011:136), occurrence, frequency and magnitude of adverse drug events and reactions (Banahan, 2011:156), drug utilisation patterns and economics of drug use (Wettermark et al., 2008:161). The measures of pharmacoepidemiology were briefly discussed in section 2.3.1.

Bias, inadequate data quality and ethical concerns were among the challenges of pharmacoepidemiology identified in this literature review (refer to section 2.2.3). The anticipated future of pharmacoepidemiology was briefly outlined in section 2.2.3.

From this summary, it can be concluded that the emergence of new diseases, the need for new pharmaceuticals for the management of existing conditions and the increased utilisation of medications among populations have led to a steady rise in the activities of pharmaceutical manufacturers. This activity surge consequently increases the exposure of communities to medications with their associated outcomes, necessitating their study to enhance their use and minimise potential untoward effects. Pharmacoepidemiology is thus an important field of study which is rapidly gaining significance in science in general and specifically in medical practice.

4.2.1.2 Conceptualisation of various study designs; their advantages and disadvantages as well as the statistical analyses applicable to them

Study designs used for the conduct of pharmacoepidemiological studies were extensively discussed to achieve this objective. A study design was defined as a well-designed procedure followed to answer a research question (Morroni & Myer, 2014:78). Diverse study designs exist for the conduct of pharmacoepidemiological studies (Refer to Figure 2-2), differing with respect to the number and units of observations, data collection methods, time between measurement of exposure and outcomes, as well as the direction in which these are measured relative to one another (Friis & Sellers, 2009:242). Their marked effect on results and interpretations requires researchers to critically consider the choice of study designs for pharmacoepidemiological studies.

An experimental study design, requiring the investigator to interact with the exposure of interest, or observational study design in which the investigator plays no interactive role, may be used in
pharmacoepidemiological studies (Friis & Sellers, 2009:243; Morroni & Myer, 2014:78; Strom, 2013d:27; Waning & Montagne, 2001:45). It was also deduced from literature that pharmacoepidemiological studies may be based on designs that are prospective (where the study population is observed forward in time) or retrospective (in which the research is based on previously recorded data) (Morroni & Myer, 2014:88; Rothman et al., 2008:95; Waning & Montagne, 2001:46).

The most commonly-used study designs were found to be the randomized controlled trials, quasi-experimental studies, cohorts, case-controls, cross-sectional studies, case-series and case-reports (Friis & Sellers, 2009:243; Harpe, 2011:41; Morroni & Myer, 2014:78; Petitti, 2000:2; Rothman et al., 2008:95; Strom, 2013d:22 and Waning & Montagne, 2001:46). The nested case-control, case-cohort and multi-time case-control designs were identified as novel study designs which allow relative risks to be measured accurately (Rothman et al., 2008:122; Schneeweiss & Suissa, 2013:326) while meta- and decision-analyses were determined to be designs used to synthesize knowledge using medical literature and statistical analyses (Petitti, 2000:2). The characteristics of the various studies designs together with their strengths and limitations were summarised (Refer to Table 2-1).

It can be concluded thus that all study designs employed in pharmacoepidemiology, like in most scientific research, have both advantages and disadvantages and have specific conditions under which they can be effectively used. The choice of study design for any pharmacoepidemiological study will be dependent on the objectives of the study and availability of resources in terms of finance, human resources, data and time.

4.2.1.3 Conceptualisation of data sources and databases used in pharmacoepidemiological studies

The literature showed that pharmacoepidemiological studies can utilise primary data collected de novo for a specific study’s purposes or secondary data previously collated for other purposes ((Harpe, 2011:56; Kaufman, 2013:178). It was found that although primary data ensure high quality data with insights that may not be available when secondary data are used, they are more expensive, time-consuming and susceptible to biases that are often associated with the processes of data collection (Harpe, 2011:56; Richter et al., 2016:84). Secondary data, on the other hand, were found to be more economical in terms of time and resources but potentially lacking information on important confounders and difficult to validate since they are generally collated for purposes other than research (Harpe, 2011:56; Torre & Martins, 2012:140).
Ad hoc or field studies were identified as studies based on primary data and are particularly relevant when detailed information that may not be available from secondary data are required (Kaufman, 2013:178). The following are categorised as ad-hoc data sources (Strom, 2013e:191):

- Case-control surveillance
- Prescription event monitoring
- Registries

Post-marketing spontaneous pharmacovigilance reporting systems and automated databases were the secondary data sources identified from the literature study. Spontaneous reporting systems were described as formal systems that record and analyse the incidence of adverse drug reactions (Waning & Montagne, 2001:133). The resultant data are entered into adverse event databases and become a source of data for further studies or regulatory action (Pan et al., 2013:141). Pharmacovigilance reporting offers an inexpensive approach to studying drug safety by promoting the detection of safety signals that subsequently lead to further studies and action by regulators where necessary (Pan et al., 2013:141). Spontaneous reporting is, however, voluntary, leading to underreporting and is proportional to the time a drug is available on the market and these limit its usefulness in pharmacoepidemiology (Pan et al., 2013:150; Waning & Montagne, 2001:134).

Automated databases, defined as information from utilisation of healthcare that have been stored electronically and collated on regular basis in daily clinical practice (Takahashi et al., 2012:124), were found to be efficient and cost-effective for studying issues related to post-marketing drug use and effects and evaluating programmes targeted at enhancing medication use (Hennessy, 2006:31; Torre & Martins, 2012:132). Automated databases for pharmacoepidemiological studies may be electronic health medical records; kept for patients' clinical management or administrative claims databases, which are intended for reimbursement purposes (Hennessy, 2006:311; Strom, 2013c:119). Databases were found to provide large sample sizes for study increasing the statistical power at relatively less expensive cost, with increased representativeness while allowing for the study of rare medication outcomes as well as utilisation and safety profiling (Motheral & Fairman, 1997:349; Park & Stergachis, 2008:533; Schneeweiss & Avorn, 2005:324; Strom, 2013c:121; Torre & Martins, 2012:133). It was, however, learnt that databases are limited in the area of data quality due to lack of important confounder information (Park & Stergachis, 2008:534; Strom, 2013c:121; Torre & Martins, 2012:140). The use of diagnostic coding systems in databases may also lead to poor outcomes definition that hinder the usefulness of databases in pharmacoepidemiological studies (Harpe, 2011:58; Park & Stergachis, 2008:534).
Furthermore, information on conditions not considered severe enough for medical attention, medications not insured by particular policies and those purchased over-the-counter will not be captured by databases and can therefore not be studied by the use of these sources of data (Strom, 2013c:120).

The various data sources were expounded on extensively in Chapter 2 with a summary of their characteristics, advantages and disadvantages outlined in Table 2-2. It was deduced that various data sources have their respective roles in pharmacoepidemiological investigations. Randomized controlled trials, although still deemed the ‘gold standard’, may not always be the most appropriate choice especially in cases where the study is hindered by resource and ethical constraints. The use of automated databases for pharmacoepidemiological research is, however, gaining prominence and this may be attributed to their ability to provide readily available data in large volumes at relatively less expensive rates.

4.2.1.4 Determination, from literature, of the application of various research methods in pharmacoepidemiological studies

Several methods have been employed in pharmacoepidemiology to study drug utilisation (Lee et al., 2013:339; West-Strum, 2011:9; Thaker et al., 2015:54); drug effects and adverse drug events, medication errors (Lee et al., 2013:339); and compliance (Acri & Gross, 2013:314) and to evaluate interventions intended to improve on medication use quality and to contain costs (Wagner et al., 2002:299). In this study, interrupted time series analysis, methods for determining adherence and survival analysis were discussed in sections 2.6.1, 2.6.2 and 2.6.3.

Interrupted time series assess the effectiveness of interventions or policy changes conducted to improve medication use quality at a population level (Jandoc et al., 2015:950; Lagarde, 2012:76; Penfold & Zhang, 2013:38; Wagner et al., 2002:299). The method divides time-ordered observations into segments representing rates of occurrence of an event before and after an intervention (Wagner et al., 2002:299; Penfold & Zhang, 2013:39). The changes in the level, value of a series and the rate at which a measure changes represent an effect from the intervention or policy change (Wagner et al., 2002:300). The ability to provide easy-interpretable results coupled with a graphical presentation makes time series analysis a preferred method by people with little or no statistical and epidemiological knowledge (Bernal et al., 2017:354; Penfold & Zhang, 2013:39; Wagner et al., 2002:301). It was also deduced from the literature that the method thoroughly evaluates the continuous effects of interventions under real-life conditions and analyses the unintended consequences of these interventions, allowing for stratified assessment of differences in effect among varying population groups. Interrupted time series cannot be used to make definitive conclusions at individual level and require a large sample size before and after
a policy with ample time periods between interventions; limitations to their use for pharmacoepidemiological studies (Penfold & Zhang, 2013:39).

It can be concluded from this summary that interrupted time series can be applied in policy formulation and assessment in the health sciences to facilitate recommendations to adopt new policies or to modify existing policies to improve outcomes.

From literature, adherence can be determined directly, using biological assays and markers, as well as directly observed therapy that allow for confirmation of medication intake, or indirectly, using surrogate measures of medication utilisation (Andrade et al., 2006:565; Fairman & Motheral, 2000:500; Hess et al., 2006:1280; Jimmy & Jose, 2011:157; Lam & Fresco, 2015:2; Lima-Dellamora et al., 2017:2; McCaffrey, 2011:139; Osterberg & Blaschke, 2005:488; Vik et al., 2004:304). Direct measures were found to be the most reliable and accurate measures because they offer proof of medication consumption but are expensive, could lead to anxiety in patients (Fairman & Motheral, 2000:500; Jimmy & Jose, 2011:157; Osterberg & Blaschke, 2005:488; Vik et al., 2004:304) without allowing also for the study of trends in adherence as they assess adherence at a point in time (Fairman & Motheral, 2000:500; Lam & Fresco, 2015:2; Vik et al., 2004:304). Indirect methods of measuring adherence include patient interviews, self-reporting of adherence, pill counts, the use of electronic medication packages, and the use of administrative databases. It was established that the administrative claims data are increasingly being used for determining adherence (Andrade et al., 2006:566; Farmer, 1999:1082; Grégoire & Moisan, 2016:369; Halpern et al., 2006:1040; Hess et al., 2006:1280; Karve et al., 2009:989; Lam & Fresco, 2015:3; Lima-Dellamora et al., 2017:2; McCaffrey, 2011:141; Svarstad et al., 2001:806; Vik et al., 2004:305). This approach is non-invasive, convenient and inexpensive (Hess et al., 2006:1281; McCaffrey, 2011:141) and offers the researcher the opportunity to identity events of early discontinuation and use of medications by patients in a manner that is different from what was prescribed (Farmer, 1999:1082). The adherence values obtained using administrative claims data are, however, reliant on the accuracy and completeness of the datasets used. The use of administrative claims databases for determining adherence is also based on medication possession and not consumption and may mask periods of under- and over-supply of medication (Hess et al., 2006:1280; Vik et al., 2004:305). Several measures of adherence can be computed from administrative claims data (Refer to Table 2-2) and a choice of the appropriate measure should be determined by the data available and the objective of the study.

From the literature investigation, it was gathered that the methods used for determining adherence to medications vary depending on the source of data employed for the determination. Although the direct methods may be more precise in this measurement, their usefulness is hampered by cost and the potential for patients to alter their medication-taking before to produce
desirable adherence findings. These challenges are addressed by the indirect methods which are themselves not devoid of limitations, the prominent being their potential inaccuracy compared to their direct counterparts. It can be concluded that adherence measures determined from administrative claims data have yet not been standardised and must, thus, be computed and interpreted cautiously with well-defined variables and formulae.

Survival analysis models and statistically analyses data to determine the time until a given outcome occurs (Gardiner & Luo, 2008:1019; Jager, van Dijk et al., 2008:560; Kleinbaum & Klein, 2005:4; Singh & Mukhopadhyay, 2011:145). Survival time, also known as time to failure is the time between a defined starting time to the onset of an event of interest (dos Santos Silva, 1999:263; Johnson & Shih, 2007:273; Tolley et al., 2016:263). In survival analysis, survival and hazard functions are determined, analysed and compared to determine any correlation with exploratory variables and survival time (Kleinbaum & Klein, 2005:15; Singh & Mukhopadhyay, 2011:148). The survival probability describes the survival experience of a population at various time points (Clark et al., 2003:233; Johnson & Shih, 2007:274) and can be illustrated graphically by a survival curve (Kirkwood & Stern, 2003:272; Sullivan, 2016). The life table and Kaplan-Meier methods are applied to model survival curves (Hoffman, 2015:621; Kirkwood & Stern, 2003:272; Sullivan, 2016; Tolley et al., 2016:269) (Refer to sections 2.6.3.2.1 and 2.6.3.2.2). The survival patterns of different populations groups can be compared and quantified using the log rank test, hazard ratio and the cox-proportional hazards model (Refer to sections 2.6.3.3.1, 2.6.3.3.2 and 2.6.3.3.3).

From literature it was established that the prescription sequence symmetry analysis (PSSA) was proposed and first employed in 1999 to study the relationship between cardiovascular medication initiation and the incidence of depression (Hallas, 1996:478). This method, by means of administrative claims data, analyses the symmetry in sequence of medication initiation and the onset of an indicator of the adverse event in a specific time frame (Pratt et al., 2013:916; Wahab, Pratt, Kalisch, et al., 2013:2; Wahab, Pratt, Weise, et al., 2013:496) and uses this to assess a relationship between medications and potential adverse events (Wahab et al., 2016:349). PSSA has high specificity, is computationally efficient and simple to use (Hallas, 1996:478; Lai et al., 2017:570; Pratt et al., 2014:1) because it relies on only three variables — patient identifiers, medication code, and date on which the medication is dispensed — all of which are readily available in administrative claims databases (Pratt et al., 2013:916; Pratt et al., 2014:1; Lai et al., 2017:570). It has an inherent ability to control for confounding variables that remain stable over time and uses study subjects that serve as their own controls; requiring no numerical adjustment to control for time-invariant confounders (Bytzer & Hallas, 2000:1480; Hallas, 1996:478; Pratt et al., 2013:918; Pratt et al., 2014:1; Van Boven, 2013:232; Wahab, Pratt, Kalisch, et al., 2013:2;
Wahab et al., 2016:349). Graphical output of PSSA allows signals to be better interpreted and a possible temporal association to be observed (Lai et al., 2017:570; Pratt et al., 2015:863). The method, however, was found to be applicable only in post-market surveillance studies where medications are prescribed for treating untoward medication events or the event leads to hospitalisation (Pratt et al., 2014:8) and susceptible to confounding by indication and protopathic bias that can alter causal associations identified using the PSSA (Bytzer & Hallas, 2000:1483; Hashimoto et al., 2015:2; Lai et al., 2017:579; Pratt et al., 2013:920; Wahab, Pratt, Kalisch, et al., 2013:2; Wahab et al., 2016:349). The conclusion drawn was that PSSA is an important method which can be widely used for determination diverse adverse events especially with the increased development of various healthcare databases that support pharmacoepidemiological research. This method carries the potential to cause an upsurge in the number of studies that investigate causal relationships and thus can lead to increased knowledge in and prevention of ADRs.

From the methods studied in this literature search, it can be concluded that the prevalent use of automated databases as a source of data for pharmacoepidemiology brings with it a host of research methods that can be applied to address various questions in pharmacoepidemiology.

The empirical study involved the illustration of the use of some methods in pharmacoepidemiological studies when medication claims data are employed.

4.2.2 Conclusions from empirical investigation

Conclusions from the empirical investigation are explored in the paragraphs that follow.

4.2.2.1 Determination of the time to onset of treatment of hypertension and hyperlipidaemia in patients with type 2 diabetes mellitus using survival analysis

Medicines claims data can be effectively employed in survival analysis to determine time-to-events. From the investigation, it was established that there was a male dominance of hyperlipidaemia while females were found to have a higher prevalence of hypertension among people with diabetes. The average time-to-onset-of-treatment of both hypertension and hyperlipidaemia among people with diabetes was estimated to be about six years after a one-year disease-free period, with no statistically significant variations between male and female patients of different ages (Refer to section 3.3).

Although the absence of clinical data and information on other confounding variables limits their use, medicines claims data are readily accessible and sufficiently large, covering an extensive period and can be efficiently applied in survival analysis for the estimation of time to development of medical outcomes. The extent of analysis, however, depends on the types of data fields
available and the accuracy of patients’ records in the database. Survival analysis using retrospective data requires sufficient statistical aptitude for accurate data analysis and subsequent interpretation.

4.2.2.2 Comparison of different adherence measures, by determining adherence to montelukast among asthma patients, using data from a medicines claims database in South Africa

Although medicines claims data have been used extensively for the determination of adherence, the measures for assessing adherence have still not been standardised. Several mathematical formulae exist for various measures, some of which overlap and lead to mathematically equivalent adherence measures. From the study, it was found that although some degree of equivalence exists among the adherence measures investigated and the medication possession ratio (MPR)- which was used as a reference measure - there were some variations in the adherence values obtained using these measures. The continuous multiple interval measure of oversupply (CMOS) and the compliance ratio (CR) were both found to produce the same adherence values as the MPR. When adherence was computed using the proportion of days covered (PDC), adherence was determined to be lower than adherence obtained using MPR. Modified medication possession ratio (MPRm), refill compliance rate (RCR) and average continuous single interval measure of medication acquisition (CSA) produced adherence measures that were higher than adherence produced using MPR. It can also be concluded from the study that the measures that employ the entire study period as the denominator, in their computation, produce consistent adherence values compared to those that use the period between dispensations (Refer to section 3.4).

It can be concluded that the definition of the variables for computation of adherence is critical to obtaining accurate results when assessing adherence using these measures. Variables, such as days’ and the time frame for the evaluation, directly affect the nature of results obtained and must be clearly defined to be used in the respective calculations of the measures. Understanding the data available for determining adherence is also important for a decision to be made on the appropriate measures. The choice of measure to be used for computing adherence as well as the interpretation of study findings, thus, depends on the nature of data available from the database and clear definition of variables to be used in computing the adherence measures.

4.3 Strengths and limitations of the study

The database does not provide information on important confounders such as disease duration, presence of comorbidities, alcohol consumption, place of birth and smoking status. In this study,
therefore, the methods did not consider how such confounders can be accounted for in pharmacoepidemiological studies using databases.

In spite of this limitation, this is the first study to be carried out in the South African private health sector that assesses different methods, in one study, employed in pharmacoepidemiological studies using medicines claims data and provides more insight into the use of claims data for such studies. Furthermore, the PBM ensures the reliability and validity of the data by eligibility, gate-keeping, utilisation management and clinical management services, with timely benefit pricing and management (refer to paragraph 1.3.4.1). This ensured that information received for this study, and subsequently its results, were sufficiently accurate.

In addition to these, amendments made to the Medical Schemes Act 131 of 1998 mandate the payment for diagnoses, treatment and medications for 27 selected chronic diseases that constitute the Chronic Disease List (CDL), to which diabetes, hypertension, hyperlipidaemia, asthma, *inter alia*, belong (Council for Medical Schemes (CMS), 2017). Registration of patients’ chronic conditions with their medical aid schemes using valid ICD-10 codes, that correspond with codes specified by the Council for Medical Schemes, and a report of severity status are required for access to treatment and medications for these chronic conditions. This provision ensures that claims for medications for these conditions are verified for eligibility and are approved prior to reimbursement, resulting in relative accuracy of data contained in medicines claims data for the CDL conditions and thus reducing the possibility of a ‘false’ disease-free year.

**4.4 Recommendations**

The following recommendations are proposed from the study:

(i) A database that links claims data from all medical providers in South Africa could be established to help obtain larger sample sizes and a more nationally representative data for conducting pharmacoepidemiological studies.

(ii) Further studies should be conducted to streamline and standardise research methods that employ secondary data for pharmacoepidemiological studies.

**4.5 Chapter summary**

This final chapter correlates the achievements of the study with the specifically outlined study objectives. The strengths and limitations were highlighted and discussed, and recommendations proposed for further research.
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## ANNEXURE B: EXAMPLES OF APPLICATION OF METHODS FOR PHARMACOEPIDEMIOLOGICAL STUDIES

<table>
<thead>
<tr>
<th>Measure</th>
<th>Database</th>
<th>Description of database</th>
<th>Study design</th>
<th>Statistical analyses</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adverse drug reactions</td>
<td>Prescription database</td>
<td>This contains pharmacy claims for approximately 90 million patients nationwide</td>
<td>Cohort</td>
<td>Logistic regression</td>
<td>Hersom et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>Odense University Pharmacoepidemiological Database</td>
<td>The database contains a complete list of all reimbursed prescriptions in Odense</td>
<td>Case-control</td>
<td>Unconditional logistic regression</td>
<td>Gulmez et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>General Practice Research Database</td>
<td>Contains computerized medical information of approximately 8 million inhabitants in the UK</td>
<td>Case-control</td>
<td>Multivariate logistic regression</td>
<td>Van der Linden et al. (2003)</td>
</tr>
<tr>
<td></td>
<td>General Practice Research Database</td>
<td>Contains computerized medical information of approximately 8 million inhabitants in the UK</td>
<td>Case-control</td>
<td>Conditional logistic regression</td>
<td>Zornberg &amp; Jick (2000)</td>
</tr>
<tr>
<td></td>
<td>General Practice Research Database</td>
<td>Contains computerized medical information of approximately 8 million inhabitants in the UK</td>
<td>Nested case-control</td>
<td>Kaplan-Meier survival analysis</td>
<td>Jick et al. (1998)</td>
</tr>
<tr>
<td>Measure</td>
<td>Database</td>
<td>Description of database</td>
<td>Study design</td>
<td>Statistical analyses</td>
<td>Reference</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td>--------------</td>
<td>------------------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Drug-drug interactions</td>
<td>IMS Lifelink Health Plan Administrative Database</td>
<td>Contains commercial health plan information for 98 health care plans across USA for about 61 million patients</td>
<td>Cohort</td>
<td>Cox regression</td>
<td>Bhurke et al. (2012)</td>
</tr>
<tr>
<td></td>
<td>Ingenix Impact National Managed Care Database</td>
<td>General medical and pharmacy history of 60 million patients from 46 health plans from the USA. It contains inpatient information, medical services utilization and pharmacy claims</td>
<td>Cohort</td>
<td>Wilcoxon rank sum test</td>
<td>Saurat et al. (2010)</td>
</tr>
<tr>
<td></td>
<td>Ontario Public Drug Program</td>
<td>Has comprehensive records of prescription medications dispensed to residents. Has detailed diagnostic and procedural information about hospital admission. Identifies claims for inpatients and</td>
<td>Nested case-control</td>
<td>Logistic regression</td>
<td>Juurlink et al. (2009)</td>
</tr>
<tr>
<td>Measure</td>
<td>Database</td>
<td>Description of database</td>
<td>Study design</td>
<td>Statistical analyses</td>
<td>Reference</td>
</tr>
<tr>
<td>---------</td>
<td>----------</td>
<td>-------------------------</td>
<td>--------------</td>
<td>----------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td></td>
<td>Ontario Health Insurance Plan Database</td>
<td>outpatient physician services. Contains basic demographic information such of date of death, age, etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ontario Registered Persons’ Database</td>
<td></td>
<td></td>
<td></td>
<td>Delaney et al. (2007)</td>
</tr>
<tr>
<td></td>
<td>General Practice Research Database</td>
<td>Contains computerized medical information of approximately 8 million inhabitants in the UK</td>
<td>Case-control</td>
<td>Conditional logistic regression</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Remote Electronic Claim Adjudication (RECAP) system</td>
<td>Contains prescription claims and eligibility records for 54000 pharmacy and mail-service facilities</td>
<td>Cross-sectional</td>
<td>Chi-square analysis</td>
<td>Malone et al. (2005).</td>
</tr>
<tr>
<td></td>
<td>Canadian Institute for Health Information Discharge Abstract Database</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measure</td>
<td>Database</td>
<td>Description of database</td>
<td>Study design</td>
<td>Statistical analyses</td>
<td>Reference</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>-----------------</td>
<td>------------------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Prevalence</td>
<td>General Practice Research Database</td>
<td>Contains computerized medical information of approximately 8 million inhabitants in the UK</td>
<td>Cohort</td>
<td>Logistic regression analysis</td>
<td>McCarthy et al. (2009)</td>
</tr>
<tr>
<td></td>
<td>General Practice Research Database</td>
<td>Contains computerized medical information of approximately 8 million inhabitants in the UK</td>
<td>Cross-sectional</td>
<td>Conditional logistic regression</td>
<td>Neimann et al. (2006)</td>
</tr>
<tr>
<td></td>
<td>General Practice Research Database</td>
<td>Contains computerized medical information of approximately 8 million inhabitants in the UK</td>
<td>Cross-sectional</td>
<td>Descriptive statistics</td>
<td>Gelfand et al. (2005)</td>
</tr>
<tr>
<td></td>
<td>Clinical database patients who received care within Kaiser Permanente</td>
<td>Contains diagnoses and pharmacy claims for all patients who received care within</td>
<td>Cross-sectional</td>
<td>Chi-square</td>
<td>Go et al. (2001)</td>
</tr>
<tr>
<td>Measure</td>
<td>Database</td>
<td>Description of database</td>
<td>Study design</td>
<td>Statistical analyses</td>
<td>Reference</td>
</tr>
<tr>
<td>------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td>--------------</td>
<td>-------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Incidence</td>
<td>Relational databases from, Edward Hines Jr Veterans Affairs Hospital, Loyola University and Carl T. Hayden Veterans Affairs Medical Centers</td>
<td>These contain patients’ medical records, diagnoses and medication history</td>
<td>Cross-sectional</td>
<td>Chi-square</td>
<td>Wolozin et al. (2000)</td>
</tr>
<tr>
<td>Incidence</td>
<td>Régie de l'Assurance Maladie du Québec (RAMQ)</td>
<td>Contains physician claims, admission and discharge information of patients</td>
<td>Cohort</td>
<td>McNemar matched pair chi-square test</td>
<td>Asghari et al. (2009)</td>
</tr>
<tr>
<td>Incidence</td>
<td>Ontario Diabetes database</td>
<td>Contains diagnoses, patient demography and medication claims</td>
<td>Cohort</td>
<td>Use of algorithms</td>
<td>Hux et al. (2002)</td>
</tr>
<tr>
<td>Incidence</td>
<td>Surveillance, Epidemiology and End Results (SEER) Program</td>
<td>Medical data of persons who are 65 years and older and have been diagnosed with any form of cancer</td>
<td>Case-control</td>
<td>Logistic regression</td>
<td>Freeman et al. (2000)</td>
</tr>
<tr>
<td>Incidence</td>
<td>Rochester Epidemiology Project</td>
<td>Contains details of inpatient and outpatient information and medical care provided to residents of Olmsted and Rochester</td>
<td>Cohort</td>
<td>Poisson regression</td>
<td>Silverstein et al. (1998)</td>
</tr>
<tr>
<td>Measure</td>
<td>Database</td>
<td>Description of database</td>
<td>Study design</td>
<td>Statistical analyses</td>
<td>Reference</td>
</tr>
<tr>
<td>------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>--------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td>Adherence</td>
<td>Prescription data from the Groningen Initiative to Analyze type 2 diabetes treatment (GIANTT)</td>
<td>Contains full prescriptions recorded in electronic medical records by engaged physicians</td>
<td>Cohort</td>
<td>Receiver operating characteristic (ROC) curve</td>
<td>Vink et al. (2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Shapiro-Wilks test</td>
<td>McCowan et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cox proportional hazards models</td>
<td>Hertz et al. (2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Logistic regression</td>
<td>Donnan et al. (2002)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Multiple logistic regression</td>
<td></td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Measure</th>
<th>Database</th>
<th>Description of database</th>
<th>Study design</th>
<th>Statistical analyses</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ontario Drug Benefit (ODB) prescription claims database</td>
<td>Has comprehensive records of prescription medications dispensed to Ontario residents.</td>
<td>Cohort</td>
<td>Chi-square analysis</td>
<td>Jackevicius et al. (2002)</td>
</tr>
<tr>
<td></td>
<td>Canadian Institutes of Health Information (CIHI) hospital discharge abstract database</td>
<td>Has detailed diagnostic and procedural information about hospital admission.</td>
<td></td>
<td>Kruskal-Wallis test</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ontario Health Insurance Plan (OHIP) database</td>
<td>Identifies claims for inpatients and outpatient physician services.</td>
<td></td>
<td>Cox proportional hazards model</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ontario Registered Persons Database (RPDB)</td>
<td>Contains basic demographic information such of date of death, age, etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compliance</td>
<td>New Jersey Medicaid Program</td>
<td>Identifies persons eligible to receive Medicaid benefits, dates of coverage, demographic information, information on nursing home residency and death</td>
<td>Cohort</td>
<td>Logistic regression</td>
<td>Monane et al. (1996)</td>
</tr>
<tr>
<td>Measure</td>
<td>Database</td>
<td>Description of database</td>
<td>Study design</td>
<td>Statistical analyses</td>
<td>Reference</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td>----------------</td>
<td>---------------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Persistence</td>
<td>Ingenix LabRx administrative claims database</td>
<td>Contains data from medical, hospital and pharmacy claims submitted to a large, single insurance company</td>
<td>Cohort</td>
<td>Linear regression</td>
<td>Reardon et al. (2004)</td>
</tr>
<tr>
<td></td>
<td>Rochester Epidemiology Project</td>
<td>Contains details of inpatient and outpatient information and medical care provided to residents of Olmsted and Rochester</td>
<td>Nested case-control</td>
<td>Conditional logistic regression</td>
<td>Heit et al. (2000)</td>
</tr>
</tbody>
</table>
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In the full-text online edition of the Journal figure legends may be truncated in abbreviated links to the full screen version. Therefore the first 100 characters of any legend should inform the reader of key aspects of the figure.

Tables: Clear tables presenting relevant data are welcome. If tables of important data are particularly lengthy (e.g. tables reporting details of a large number of studies included in a systematic review), the Editors may suggest that some are published as supporting online material. Each table must be typewritten on a separate sheet and should be numbered consecutively with Arabic numerals, e.g. Table 1, and given a short caption. No vertical rules should be used. Units should appear in parentheses in the column headings and not in the body of the table. All abbreviations should be defined in a footnote.

Electronic Artwork: We would like to receive your artwork in electronic form. Please save vector graphics (e.g. line artwork) in Encapsulated Postscript format (EPS), and bitmap files (e.g. half-tones) in Tagged Image File Format (TIFF). Ideally, vector graphics that have been saved in metafile (.WMF) or pict (.PCT) format should be embedded within the body of the text file.

Further information can be obtained at Wiley Blackwell's guidelines for figures: http://authorservices.wiley.com/bauthor/illustration.asp.

Guidelines for Cover Submissions
If you would like to send suggestions for artwork related to your manuscript to be considered to appear on the cover of the journal, please follow these general guidelines.

5.4 Colour Artwork
It is the policy of the JCPT for authors to pay the full cost for the reproduction of their colour artwork. Therefore, please note that if there is colour artwork in your manuscript when it is accepted for publication, Wiley Blackwell require you to complete and return a Colour Work Agreement form before your paper can be published.

Any article received by Wiley Blackwell with colour work will not be published until the form has been returned. If you are unable to access the Internet, or are unable to download the form, please contact the Production Editor for a form. In compliance with the Payment Card Industry Data Security Standard, the Colour Work Agreement Form should be sent by post or courier to the address below, should you require colour:

Customer Services (OPI)
John Wiley & Sons Ltd
European Distribution Centre
New Era Estate
5.5 Supporting Information

Supporting Information can be a useful way for an author to include important but ancillary information with the online version of an article. Examples of Supporting Information include additional tables, data sets, figures, movie files, audio clips, 3D structures, and other related nonessential multimedia files. Supporting Information should be cited within the article text, and a descriptive legend should be included. It is published as supplied by the author, and a proof is not made available prior to publication; for these reasons, authors should provide any Supporting Information in the desired final format.

For further information on recommended file types and requirements for submission, please visit: http://authorservices.wiley.com/bauthor/supppinfo.asp.

6. After Acceptance

Upon acceptance of a paper for publication, the manuscript will be forwarded to the Production Editor who is responsible for the production of the Journal.

Online Production Tracking: Online production tracking is available for your article through Wiley Blackwell’s Author Services. Author Services enables authors to track their article — once it has been accepted — through the production process to publication online and in print. Authors can check the status of their articles online and choose to receive automated e-mails at key stages of production. Authors will receive an e-mail with a unique link that enables them to register and have their article automatically added to the system. Please ensure that a complete e-mail address is provided when submitting the manuscript. Visit http://authorservices.wiley.com/ for more details on online production tracking and for a wealth of resources including FAQs and tips on article preparation, submission and more.

Proof Corrections: The corresponding author will receive an e-mail alert containing a link to a website. A working e-mail address must therefore be provided for the corresponding author. The proof can be downloaded as a PDF (portable document format) file from this site.

Acrobat Reader will be required in order to read this file. This software can be downloaded (free of charge) from the following website: www.adobe.com/products/acrobat/readstep2.html. This will enable the file to be opened, read on screen, and printed out in order for any corrections to be added. Further instructions will be sent with the proof. Hard copy proofs will be posted if no e-mail address is available; in your absence, arrange for a colleague to access your e-mail to retrieve the proofs.

Early View Publication: JCPT is covered by Wiley Blackwell’s Early View service. Early View articles are complete full-text articles published online in advance of their publication in a printed issue. Early View articles are complete and final. They have been fully reviewed, revised and edited for publication, and the authors’ final corrections have been incorporated. Because they are in final form, no changes can be made after online publication. The nature of Early View articles means that they do not yet have volume, issue or page numbers, so these articles cannot be cited in the traditional way. They are given a Digital Object Identifier (DOI), which allows the article to be cited and tracked before it is allocated to an issue. After print publication, the DOI remains valid and can continue to be used to cite and access the article.
Search Engine Optimization for Your Paper: By optimizing your article for search engines, you will increase the chance of someone finding it. This in turn will make it more likely to be viewed and/or cited in another work. Consult our SEO Tips for Authors page in order to maximize online discoverability for your published research. Included are tips for making your title and abstract SEO-friendly, choosing appropriate keywords, and promoting your research through social media.

Offprints: Free access to the final PDF offprint of your article will be available via Author Services only. Please therefore sign up for Author Services if you would like to access your article PDF offprint and enjoy the many other benefits the service offers. Additional paper offprints may be ordered online. Please click on this link, fill in the necessary details and ensure that you type information in all of the required fields.

If you have queries about offprints, please email offprint@cosprinters.com.

Note to NIH Grantees: Pursuant to NIH mandate, Wiley Blackwell will post the accepted version of contributions authored by NIH grant-holders to PubMed Central upon acceptance. This accepted version will be made publicly available 12 months after publication. For further information, see www.wiley.com/nihmandate.

Author Material Archive Policy: Please note that unless specifically requested, Wiley Blackwell will dispose of all hardcopy or electronic material submitted two months after publication. If you require the return of any material submitted, please inform the Editorial Office or Production Editor as soon as possible if you have not yet done so.

Clinical Case Reports: We work together with Wiley’s Open Access Journal, Clinical Case Reports, to enable rapid publication of good quality case reports that we are unable to accept for publication in our Journal. Authors of case reports rejected by our Journal will be offered the option of having their case report, along with any related peer reviews, automatically transferred for consideration by the Clinical Case Reports Editorial Team. Authors will not need to reformat or rewrite their manuscript at this stage, and publication decisions will be made a short time after the transfer takes place. Clinical Case Reports will consider case reports from every clinical discipline including Medicine, Nursing, Dentistry, and Veterinary Science and may include clinical images or clinical videos. Clinical Case Reports is a Wiley Open Access journal and article publication fees apply. For more information please go to www.clinicalcasesjournal.com.
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1. SUBMISSION

Thank you for your interest in Pharmacoepidemiology and Drug Safety. Note that submission implies that the content has not been published or submitted for publication elsewhere except as a brief abstract in the proceedings of a scientific meeting or symposium.

Once you have prepared your submission in accordance with the Guidelines, manuscripts should be submitted online at https://mc.manuscriptcentral.com/pds

Please ensure you have read and understood section 5 before submitting your manuscript. Completed Conflict of Interest Disclosure Forms must accompany your submission.

The submission system will prompt you to use an ORCID iD (a unique author identifier) to help distinguish your work from that of other researchers. Click here to find out more.

Click here for more details on how to use ScholarOne.

For help with submissions, please contact: pds@wiley.com

We look forward to your submission.

2. AIMS AND SCOPE

The aim of Pharmacoepidemiology and Drug Safety is to provide an international forum for the communication and evaluation of data, methods and opinion in the discipline of pharmacoepidemiology, defined broadly.

Particular areas of interest include:

• design, analysis, results, and interpretation of studies looking at the benefit or safety of specific pharmaceuticals, biologics, or medical devices, including studies in pharmacovigilance, postmarketing surveillance, pharmacoconomics, patient safety, drug utilization, molecular pharmacoepidemiology, or any other study within the broad field of pharmacoepidemiology;

• comparative effectiveness research relating to pharmaceuticals, biologics, and medical devices. Comparative effectiveness research is the generation and synthesis of evidence that compares the benefits and harms of alternative methods to prevent, diagnose, treat, and monitor a clinical condition, as these methods are truly used in the real world;
• methodologic contributions of relevance to pharmacoepidemiology, whether original contributions, reviews of existing methods, or tutorials for how to apply the methods of pharmacoepidemiology;

• assessments of harm versus benefit in drug therapy;

• relationships between pharmacoepidemiology and the formulation and interpretation of regulatory guidelines; contributions about regulatory science

• evaluations of risk management plans and programmes relating to pharmaceuticals, biologics and medical devices.

3. MANUSCRIPT CATEGORIES AND REQUIREMENTS

*Pharmacoepidemiology and Drug Safety* publishes a number of different article types including:

**Original Reports**

Original reports are the Journal's primary mode of scientific communication. Original reports typically do not exceed 3,000 words of body text, excluding abstract, tables, figures, and references. All original reports being considered for publication will be subject to peer review.

**Reviews**

Reviews of 'hot topics, controversies, and pharmacoepidemiologic methods are welcome. Reviews should be of a critical nature, discussing all sides of a question in a balanced manner. Experts considering offering such a review should feel free to contact one of the Regional Editors, as appropriate, in order to avoid unnecessary effort. All reviews will be peer-reviewed. Reviews typically should not exceed 3,000 words of body text (excluding abstract, figures, tables and references), and be limited to 150 references.

**Brief Reports**

Succinct data papers, and in highly unusual situations case reports (*Pharmacoepidemiol Drug Saf* 2007; 16:473), will be considered for publication as Brief Reports and subjected to peer review. Brief Reports should not exceed 1,500 words excluding abstract, and be limited to 1 table, 1 figure and 15 references.

**Commentaries**

Commentaries cover a variety of topics of current interest in pharmacoepidemiology and pharmacovigilance, and the intersection between these disciplines and society. The Journal welcomes submissions and proposals. Commentaries are generally limited to 1,500 words and 15 references. No abstract is required for a commentary.

**Letters to the editor**

Letters to the Editor are encouraged, and may be in response to issues arising from recently published articles, or short, free-standing pieces expressing an opinion. No abstract is required,
Research Protocol

*Pharmacoepidemiology and Drug Safety* does not ordinarily publish study protocols without results. Rather, we strongly recommend that investigators post their research protocols in a publicly available archive such as ClinicalTrials.gov ([http://clinicaltrials.gov/](http://clinicaltrials.gov/)) or ENCePP ([http://www.encepp.eu/encepp/studiesDatabase.jsp](http://www.encepp.eu/encepp/studiesDatabase.jsp)) and ask that they describe that posting in their manuscripts submitted to *Pharmacoepidemiology and Drug Safety*. However, in unusual circumstances, *Pharmacoepidemiology and Drug Safety* will consider publishing descriptions of the design and rationale of pharmacoepidemiologic studies, before study results are available. Characteristics of such descriptions that support consideration for publication include:

- the study is of unusually high public health importance and interest to the readership of *Pharmacoepidemiology and Drug Safety*
- the study is of a scale that is likely to lead to multiple different subsequent results-oriented publications, each then able to refer to this original methods paper, rather than having to repeat the methods in detail
- the rationale for important aspects of the research design is discussed in more depth than could be accommodated in a paper reporting the results, and in more detail than would usually be included in the protocol that would be posted on ClinicalTrials.gov or the ENCePP database.
- the description will serve as an instructive teaching example

The format for the manuscript should be: Introduction, Design and Research Plan, Results (optional), and Discussion. Data describing the study population recruited can be included, if available, in the Results section of the publication. Please select ‘Research Protocol’ as the category for submission of the manuscript. The remainder of the format should be the same as that of Original Articles.

Other

Reviews of books and other media may be submitted only at the invitation of the Editors. However, suggestions are welcome.

4. EDITORS AND PEER REVIEW

The Editor-in-Chief (Brian Strom) will apportion manuscripts to a Regional Editor based on the location of the corresponding Author, unless there are conflicts of interest between the paper’s authors and that regional office.

Papers from The Americas will be handled by:

**Vincent Lo Re**
University of Pennsylvania Perelman School of Medicine, Center for Pharmacoepidemiology Research and Training, 803 Blockley Hall, 423 Guardian Drive, Philadelphia, PA 19104-6021, USA
Email: vincentl@pennmedicine.upenn.edu
Papers from Europe and UK will be handled by:

**Hubert G.M. Leufkens**
Utrecht University, Faculty of Science, Utrecht Institute for Pharmaceutical Sciences (UIPS),
Division of Pharmacoepidemiology and Clinical Pharmacology, PO Box 80 082, 3508 TB
Utrecht, The Netherlands
E-mail: H.G.M.Leufkens@uu.nl

Papers from Asia, Africa, the Middle East, and Oceania will be handled by:

**Byung Joo Park**
Seoul National University College of Medicine, Department of Preventive Medicine
103 Daehakno, Chongno-Gu, Seoul 110-799, Korea
Tel: 82 2 740 8325. E-mail: bjpark@snu.ac.kr

A fast-track review and publication process is in place for particularly time-sensitive findings of urgent public health importance. The Editor-in-Chief should be contacted to request this process.

Authors are encouraged to propose reviewers who have special competence to review their work. Authors may also ask that, due to a possible conflict of interest, named members of the Editorial Board or other individuals should not be selected to review a particular submission. The Editors will pay close attention to such requests, but must reserve the final choice of reviewers.

**5. PREPARING YOUR SUBMISSION**

Manuscripts must be submitted as a Word or rtf file and should be written in English. The guidelines below specify the format and layout required for submissions to *Pharmacoepidemiology and Drug Safety*.

We do appreciate that authors spend a lot of time reformatting their manuscripts for submission and therefore, *Pharmacoepidemiology and Drug Safety* does not require authors to reformat their manuscript to the journal’s layout upon initial submission. We ask only that you consider your reviewers by supplying your manuscript in a clear, generic and readable layout (including abstract), and that a reasonable scientific standard is adhered to. However, subsequent revised versions of the manuscript must conform to the requirements of the journal as specified below.

**Text File**

The text file should be presented in the following order:

(i) Title page;
   a) full title
   b) a short running title of less than 50 characters;
   c) the full names of the authors;
d) the authors' institutional affiliations at which the work was carried out, (footnote for authors' present address if different from where the work was carried out);

e) name, address, and email address of corresponding author;

f) key words;

g) 5 ‘take home’ messages or key points;

h) word count excluding abstract, tables, figures and references;

i) a statement about prior postings and presentations, name(s) of any sponsor(s) of the research contained in the paper, along with grant number(s);

(ii) abstract;

(iii) main text;

(iv) acknowledgments (including funding information);

(v) references;

(vi) tables (each table complete with title and footnotes)

(vii) figure legends

(viii) figures provided on a separate page

Appendices and supporting information should be supplied as separate files under supplementary material for review.

Title

The title should be a short informative title that contains the major key words. The title should not contain abbreviations (see Wiley's best practice SEO tips).

Authorship

Please refer to the journal’s authorship policy in the Editorial Policies and Ethical Considerations section for details on eligibility for author listing.

Acknowledgements

Contributions from anyone who does not meet the criteria for authorship should be listed, with permission from the contributor, in an Acknowledgements section. Financial and material support should also be mentioned. Thanks to anonymous reviewers are not appropriate.
Conflict of Interest Statement

Authors are responsible for disclosing all financial and personal relationships between themselves and others that might appear to bias their work. To prevent ambiguity, authors must state explicitly in the Conflict of interest form whether potential conflicts do or do not exist. Authors should describe the role of the study sponsor(s), if any, in study design, in the collection, analysis and interpretation of data, in the writing of the report and in the decision to submit the report for publication. If the supporting source(s) had no such involvement, the authors should so state.

Completed Conflict of Interest Disclosure Form(s). Conflict of Interest (COI) disclosure forms must be uploaded with your manuscript files at submission. Please choose the file designation ‘Conflict of Interest form’ when submitting each of your forms. Please note: a separate COI form must be completed by the corresponding author and each co-author. If you do not submit separate COI forms for each of the authors, your manuscript will be un-submitted back to you. If your manuscript has not been formatted specifically for Pharmacoepidemiology and Drug Safety, authors can supply the international COI form upon initial submission but must complete the Pharmacoepidemiology and Drug Safety COI form if invited to provide a resubmission.

Keywords

Please provide 2-6 keywords and list them in alphabetical order. Keywords should be taken from those recommended by the US National Library of Medicine's Medical Subject Headings (MeSH) browser list at https://www.nlm.nih.gov/mesh/.

Key points

Please include up to five bullet points, of around 100 words only, explaining the importance of the paper’s findings. These points will be published with article in a box entitled ‘Key Points’.

Abstract

Authors should note that structured abstracts (maximum 250 words) are required. The structured abstract should adopt the format: Purpose, Methods, Results, and Conclusions. Abstracts should not contain citations to other published work.

Letters and Commentaries do not require abstracts.

Main Text

Where possible, the text should be divided into the following sections: Introduction, Methods, Results, Discussion, Acknowledgements, and References. Tables and Figures follow where applicable. The approximate placement of the tables and/or figures should be noted in the text.

Letters should be formatted in one continuous section. Commentaries should be formatted as appropriate to content.
References

All references should be numbered consecutively in order of appearance and should be as complete as possible. In text citations should cite references in consecutive order using Arabic superscript numerals. Sample references follow:

Journal article:


Book:


Please note that journal title abbreviations should conform to the practices of Chemical Abstracts.

For more information about AMA reference style - [AMA Manual of Style](#)

Tables

Tables should be self-contained and complement, but not duplicate, information contained in the text. They should be supplied as editable files, not pasted as images. Legends should be concise but comprehensive – the table, legend and footnotes must be understandable without reference to the text. All abbreviations must be defined in footnotes. Footnote symbols: †, ‡, §, ¶, should be used (in that order) and *, **, *** should be reserved for P-values. Statistical measures such as SD or SEM should be identified in the headings.

Figure Legends

Legends should be concise but comprehensive – the figure and its legend must be understandable without reference to the text. Include definitions of any symbols used and define/explain all abbreviations and units of measurement.

Preparing Figures

Although we encourage authors to send us the highest-quality figures possible, for peer-review purposes we are happy to accept a wide variety of formats, sizes, and resolutions. [Click here](#) for the basic figure requirements for figures submitted with manuscripts for initial peer review, as well as the more detailed post-acceptance figure requirements.

Colour Figures

Figures submitted in colour may be reproduced in colour online free of charge. Please note, however, that it is preferable that line figures (e.g. graphs and charts) are supplied in black and white so that they are legible if printed by a reader in black and white. If you wish to have figures printed in colour in hard copies of the journal, a fee will be charged by the Publisher.
Guidelines for Cover Submission

If you would like to send suggestions for artwork related to your manuscript to be considered to appear on the cover of the journal, please follow these general guidelines.

Appendices

Appendices will be listed before the references in the online version of the article, and a link to download the appendices provided. Appendices will also be listed in the print version of the article, but readers will need to access the online version to view these. For submission they should be supplied as separate files (supplementary material for review) but referred to in the text.

Supporting information

Supporting information is information that is not essential to the article but that provides greater depth and background. It is hosted online, and appears without editing or typesetting. It may include tables, figures, videos, datasets, etc. Click here for Wiley’s FAQs on supporting information. Note: if data, scripts or other artefacts used to generate the analyses presented in the paper are available via a publicly available data repository, authors should include a reference to the location of the material within their paper.

General Style Points

The following links provide general advice on formatting and style.

• Abbreviations: In general, terms should not be abbreviated unless they are used repeatedly and the abbreviation is helpful to the reader. Initially use the word in full, followed by the abbreviation in parentheses. Thereafter use the abbreviation only.

• Units of measurement: Measurements should be given in SI or SI-derived units. Visit the Bureau International des Poids et Mesures (BIPM) website at http://www.bipm.fr for more information about SI units.

• Trade names: Chemical substances should be referred to by the generic name only. Trade names should not be used. Drugs should be referred to by their generic names. If proprietary drugs have been used in the study, refer to these by their generic name, mentioning the proprietary name, and the name and location of the manufacturer, in parentheses.

Wiley Author Resources

Wiley has a range of resources for authors preparing manuscripts for submission available here. In particular, authors may benefit from referring to Wiley’s best practice tips on Writing for Search Engine Optimization.
6. EDITORIAL POLICIES AND ETHICAL CONSIDERATIONS

Editorial Review and Acceptance

The acceptance criteria for all papers are the quality and originality of the research and its significance to our readership. Except where otherwise stated, manuscripts are single-blind peer reviewed. Papers will only be sent to review if the Editors determine that the paper meets the appropriate quality and relevance requirements. Wiley's policy on confidentiality of the review process is available here.

Manuscript Transfer Programme

This journal works together with the American Society for Pharmacology and Experimental Therapeutics (ASPET), the British Pharmacological Society (BPS) and Wiley’s Open Access Journal, Pharmacology Research & Perspectives, to enable rapid publication of good quality research that is unable to be accepted for publication by our journal. Authors may be offered the option of having the paper, along with any related peer reviews, automatically transferred for consideration by the Editors of Pharmacology Research & Perspectives. Authors will not need to reformat or rewrite their manuscript at this stage, and publication decisions will be made a short time after the transfer takes place. The Editors of Pharmacology Research & Perspectives will accept submissions that report well-conducted research that reaches the standard acceptable for publication. Pharmacology Research & Perspectives is a Wiley Open Access journal and article publication fees apply. For more information please go to http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)2052-1707.

Data Sharing and Accessibility

The journal encourages authors to share the data and other artefacts supporting the results in the paper by archiving it in an appropriate public repository. Authors should include a data accessibility statement, including a link to the repository they have used, in order that this statement can be published alongside their paper.

Human Studies and Subjects

For manuscripts reporting medical studies involving human participants, we require a statement identifying the ethics committee that approved the study, and that the study conforms to recognized standards, for example: Declaration of Helsinki; US Federal Policy for the Protection of Human Subjects; or European Medicines Agency Guidelines for Good Clinical Practice. All human participants must have given written informed consent.
If patients were involved in the development of the study question or its outcome measures, or were involved in the conduct of the study, a statement to this effect should be included in the Methods section.

Images and information from individual participants will only be published where the authors have obtained the individual's free prior informed consent. Authors do not need to provide a copy of the consent form to the publisher. However in signing the author license to publish authors are required to confirm that consent has been obtained. Wiley has a standard patient consent form available.

Authors are expected to follow the Guidelines for Good Pharmacoepidemiology Practice (GPP) as described in Pharmacoepidemiol Drug Saf. DOI: 10.1002/pds.3891 (Volume 25, Issue 1, January 2016, Pages: 2–10). Pharmacoepidemiology and Drug Safety also recommends that authors use STROBE as a guideline for the reporting of observational studies; RECORD when using observational routinely-collected health data; and CONSORT as a guideline for the reporting of randomized controlled clinical trials.

Clinical Trial Registration

The Journal requires clinical trials to be prospectively registered in a publicly accessible database. Clinical trial registration numbers should be included in all papers that report their results. Please include the name of the trial register and your clinical trial registration number at the end of your abstract. If your trial is not registered, or was registered retrospectively, please explain the reasons for this.

Research Reporting Guidelines

Accurate and complete reporting enables readers to fully appraise research, replicate it, and use it. We encourage authors to adhere to the following research reporting standards.

- CONSORT
- SPIRIT
- PRISMA
- PRISMA-P
- STROBE
- CARE
- COREQ
- STARD and TRIPOD
- CHEERS
- the EQUATOR Network
- Future of Research Communications and e-Scholarship (FORCE11)
- ARRIVE guidelines
- National Research Council's Institute for Laboratory Animal Research guidelines; the Gold Standard Publication Checklist from Hooijmans and colleagues
- Minimum Information Guidelines from Diverse Bioscience Communities (MIBBI) website; Biosharing website
- REFLECT statement
**Genetic Nomenclature**

Sequence variants should be described in the text and tables using both DNA and protein designations whenever appropriate. Sequence variant nomenclature must follow the current HGVS guidelines; see [http://varnomen.hgvs.org/](http://varnomen.hgvs.org/), where examples of acceptable nomenclature are provided.

Nucleotide sequence data can be submitted in electronic form to any of the three major collaborative databases: DDBJ, EMBL or GenBank. It is only necessary to submit to one database as data are exchanged between DDBJ, EMBL and GenBank on a daily basis. The suggested wording for referring to accession-number information is: ‘These sequence data have been submitted to the DDBJ/EMBL/GenBank databases under accession number U12345’.

Addresses are as follows:

DNA Data Bank of Japan (DDBJ) [http://www.ddbj.nig.ac.jp](http://www.ddbj.nig.ac.jp)

EMBL Nucleotide Sequence Submissions [http://www.ebi.ac.uk](http://www.ebi.ac.uk)
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**Authorship**

The list of authors should accurately illustrate who contributed to the work and how. All those listed as authors should qualify for authorship according to the following criteria:

1) Have made substantial contributions to conception and design, or acquisition of data, or analysis and interpretation of data;
2) Been involved in drafting the manuscript or revising it critically for important intellectual content;
3) Given final approval of the version to be published. Each author should have participated sufficiently in the work to take public responsibility for appropriate portions of the content; and
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As part of our commitment to supporting authors at every step of the publishing process, *Pharmacoepidemiology and Drug Safety* requires the submitting author (only) to provide an ORCID iD when submitting a manuscript. This takes around 2 minutes to complete. Find more information.
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