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ABSTRACT 
Automatic text classification refers to the classification of texts according to topic. 

Similar to text classification is the automatic classification of texts based on stylistic 

aspect of texts, such as automatic genre classification, where texts are classified 

according to their genre. This is the classification task that concerns this research 

project.* 

The project seeks to examine the genre of the argumentative essay, in order to develop a 

genre classifier, using an automatic genre classification approach, which will categorise 

prototypical and non-prototypical argumentative essays of student writers, into 'good' 

or 'bad' examples of the genre (binary classification). It is intended that this classifier 

will allow a senior marker (for example, a lecturer) to give student essays classified 

'good' (those that require less feedback and volume of expert correction) to junior 

markers (for example, teaching assistants). This would afford the senior marker time to 

pay more attention to essays of a 'poorer' quality. 

The corpus used for the research project is comprised of 346 argumentative essays 

drawn from a section of the British Academic Written English corpus and written by LI 

English students. The data are composed of counts of linguistic features extracted from 

the texts. Once these features were extracted from the texts they were used to create four 

data sets: a raw data set, composed of raw feature frequencies, a data set composed of 

the feature set normalised for text length, a data set composed of inverse document 

frequency counts, and a data set composed of a logarithmic transformation of the feature 

frequencies. Various classifiers were built making use of these four data sets, using a 

machine learning approach. In this way, a classifier is trained on previous examples, in 

order to predict the class of future examples. The project uses support vector machines 

in STATISTICAL implementation of support vector machines, the STATISTIC A 

Support Vector Machine module (Statsoft, 2006). Support vector machine learning is 

used because this technique has been shown to perform well in automatic genre 

classification studies and other classification tasks. 

Please note that research project or simply project is used solely to refer to the research that this 
dissertation reports on. 
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In light of the practical outcome of the project, the classifier's performance is evaluated 

in terms of the recall of 'bad' examples. The best results were obtained on the classifier 

built on the text-length normalised data set, using feature selection, a linear kernel and 

C = 32. The recall of 'bad' examples in the test set is 62.5 percent, the recall of 'good' 

examples in the test set is 74.5 percent, and training accuracy is 62.9 percent. 

This study thus shows that argumentative essays can indeed be classified, using an 

automatic genre approach and that the differences between the prototypical and non-

prototypical essays can be fairly adequately extracted, using linguistic features that are 

easy to compute. Furthermore, the study confirms good performance of support vector 

machines, especially if many features are used. 

Keywords: Automatic Genre Classification/Recognition/Analysis, Automatic Text 

Classification, Information/Text Retrieval, Corpus Linguistics, Corpora, Computational 

Linguistics, Automatic Annotation, Machine Learning, Natural Language Processing. 
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OPSOMMING 
Outomatiese teksklassifisering verwys na tematiese teksklassifisering. Dit is soortgelyk 

aan outomatiese teksklassifisering, gebaseer op stilistiese teksaspekte, soos outomatiese 

genre-klassifisering, waar tekste volgens genre geklassifiseer word. 

Hierdie projek ondersoek die genre van navorsingsopstelle (ondersoekende tekste), ten 

einde 'n genre-Idas sifiseerder te ontwikkel, wat, deur van 'n outomatiese 

teksklassifiseringsbenadering gebruik te maak, prototipiese en nie-prototipiese 

navorsingsopstelle van studenteskrywers, as 'goeie' en 'swak' voorbeelde van die genre 

(binere klassifisering) sal kategoriseer. Die doel is dat sodanige klassifiseerder 'n senior 

nasiener (byvoorbeeld 'n lektor/lektrise) sal toelaat om studentetekste wat as 'goed' 

geklassifiseer is (dus min terugvoering en deskundige insette vereis), aan junior 

nasieners (byvoorbeeld onderwysassistente) toe te vertrou. Die senior nasiener sal 

sodoende tyd beskikbaar he om meer intensief aandag aan tekste van 'swakker' 

kwaliteit te skenk. 

Die versameling geskrewe tekste wat vir hierdie projek gebruik is, bestaan uit 346 

navorsingsopstelle uit 'n afdeling van die British Academic Written English Corpus, 

geskryf deur LI Engelse studente. Die data is saamgestel uit 'n versameling linguistiese 

kenmerke, wat uit die tekste verkry is. Uit hierdie kenmerke is vervolgens vier stelle 

data geskep: 'n onverwerkte (rou) stel data, bestaande uit onverwerkte 

kenmerkfrekwensies; 'n stel data, bestaande uit 'n stel kenmerke, genormaliseer volgens 

tekslengte; 'n stel data, bestaande uit 'n versameling omgekeerde (teenoorgestelde) 

dokumentfrekwensies; en 'n stel data, bestaande uit 'n logaritmiese transformasie van die 

kenmerkfrekwensies. Die vier stelle data is gebruik om verskeie klassifiseerders te 

ontwikkel deur 'n masjinale (rekenaargebaseerde) leerbenadering gebruik te maak. Op 

hierdie wyse word die klassifiseerder volgens bestaande voorbeelde geprogrammeer, ten 

einde die klassifisering van toekomstige voorbeelde te voorspel. Hierdie projek maak 

gebruik van die ondersteuningsvektormasjien in STATISTIC A se implementering van 

ondersteuningsvektormasjiene, naamlik die STATISTICA Ondersteunings-

vektormasjienmodule (Statsoft, 2006). Die ondersteuningsvektormasjien leerproses is 

gebruik, aangesien hierdie tegniek reeds goeie resultate in outomatiese genre-

klassifisering, asook ander klassifiseringstake gelewer het. In die lig van hierdie 
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praktiese uitkoms(te) van die projek word die klassifiseerder se prestasie ooreenkomstig 

die herroeping van 'swak' voorbeelde beoordeel. Die beste resultate is deur die 

klassifiseerder gelewer, wat met behulp van die genormaliseerde tekslengte datastel 

ontwikkel is, deur gebruik te maak van kenmerkseleksie, 'n liniere kern en C=32. Die 

herroeping van 'swak' voorbeelde in die toetsstel is 62.5 persent, die van 'goeie' 

voorbeelde, 74.5 persent en programmeringsakkuraatheid, 62.9 persent. 

Hierdie studie bewys dat navorsingsopstelle inderdaad deur 'n outomatiese 

genrebenadering geklassifiseer kan word en dat die verskille tussen prototipiese en nie-

prototipiese tekste redelik voldoende uit die maklik-rekenariseerbare linguistiese 

kenmerke geidentifiseer kan word. Die studie bevestig verder goeie prestasie deur 

ondersteunigsvektormasjiene, indien van 'n verskeidenheid kenmerke gebruik gemaak 

word. 

Sleutelwoorde: Outomatiese Genre-klassifisering/Erkenning/Analise, Outomatiese 

Teksklassifisering, Inligtings-/Teksherwinning, Versameling(s) van Linguistiese Tekste 

(Corpus/Corpora), Rekenaarlinguistiek, Outomatiese Annotasie, Masjinale 

(Rekenaargebaseerde) Leer, Natuurliketaalprosessering. 



PRELIMINARIES vi 

PREFACE 
When I first began this project, I had taken only a few elementary courses in 

Computational Linguistics and otherwise had a solid linguistic background, but no 

knowledge or experience of Mathematics or Natural Language Processing. I, therefore, 

had a huge amount of catching up to do and simply drowned in the literature for a very 

long time. 

In order to help me along the way, and to introduce me to concepts in context, rather 

than the decontextualised dictionary definitions I was reading up on at the time, I took 

an undergraduate Mathematics course for a semester. I also learnt how to use Linux, 

some Perl and came to love regular expressions. 

Often, when I was stuck on something in a reading I found that it was because the 

authors assumed their readers knew as much as they did. I found this a major stumbling 

block especially as very few authors provided references to concepts that there was 

either no space to explain or which they assumed were known. As a result, I have tried 

to explain all concepts that may be alien to Linguists or else provided references in 

footnotes to background information and concepts that are important but not explained. 

In this way, this dissertation is written for Linguists with no computational or 

mathematical background, but the approach of this dissertation also addresses it to 

Computational Linguists. 

For anyone who is 'lost in the literature', I recommend as a starting point an 

undergraduate course in Mathematics (to learn about matrices and vectors, complex 

numbers are also good to learn), Michael Oakes's (1998) Statistics for corpus 

linguistics, Neil Salkind's (2004) Statistics for people who (think they) hate statistics, 

and Tony Rietveld and Roeland van Hout's (2005) Statistics in language research: 

analysis of variance. 

I would like to thank Amelia Nkosapantsi, Attie de Lange, Elsa van Tonder, Teresa 

Smit, and Wannie Carstens for all their support during my research period. As well as 

the National Research Foundation, without whom none of this research would have 

been funded. 
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INTRODUCTION 1 

CHAPTER 1 
Introduction 

Composition, rhetoric and argumentation have traditionally played a key role in 
Western education, and argumentation in particular is valued highly for its associations 

with the concept of logical thinking, proofs and refutations 
(English, 1999:17) 

1.1 Introduction 
Researchers distinguish between text categorisation and text classification (Jackson & 

Moulinier, 2002:119), where text categorisation generally refers to document sorting by 

content and topic1 (Manning & Schiitze, 1999:575), and text classification to any 

document classification not necessarily based on content, such as classification by 

author. In the literature, however, this distinction is normally established through 

explanation rather than terminology. In this research project, the automatic classification 

of texts according to topic is termed automatic text classification. Similar to text 

classification is the automatic classification of texts based on some stylistic aspect of 

texts; examples of such stylistic classification are authorship attribution studies 

(Mosteller & Wallace, 1964) and genre classification. This project is concerned with 

this latter classification, based on genre, which is referred to as automatic genre 

classification. Genre is defined at length in Chapter 2; in summary, it refers to a class of 

communicative events, in which the participants share some communicative purpose(s). 

This common purpose determines the discursive structure, style and content of a genre. 

Exemplar members of a genre thus demonstrate patterns of similarity with regard to 

structure, style, content and intended audience (Swales, 1990:58). 

Automatic genre classification has its niche in effective webpage searching, seeking to 

create a web-search engine augmented with a genre identification module (Kwasnik, 

Crowston, Nilan, & Roussinov, 2000). Ultimately, users could specify genre type 

according to their information needs, which would ensure higher precision in retrieval 

and higher relevancy to the user. Automatic genre classification is thus largely 

associated with information retrieval. As a result, it is mainly used to distinguish 

between web-specific genres, such as FAQs (frequently asked questions), where the 

In this project topic, subject, and domain are used as synonyms. 



CHAPTER 1 2 

corpora are collected from the web by the researchers. It has, however, also been 

applied with varying success to the classification of traditional2 genres, which are 

generally drawn from existing corpora, such as the Lancaster-Oslo-Bergen Corpus of 

British English (Johansson, Leech & Goodluck, 1978). For the most part, these studies 

are concerned with English corpora, but some work has been undertaken in German, 

Greek, Korean, Russian and Swedish (see for example Wastholm, Kusma, & Megyesi, 

2005; also Stamatatos, Fakotakis, & Kokkinakis, 2000a). These studies vary widely in 

application, features and training methods, but have in common determining the best 

features for classifying genres. It is with these studies, which seek to automatically 

classify traditional genres, that this research project is concerned. 

Chapter 1 serves as an introduction to the automatic genre classification task of this 

research project. The chapter commences with a brief overview of the research area and 

the contextualisation of this research project, in Section 1.2. Next, the problem 

statement is described in Section 1.3. Then the research questions are provided in 

Section 1.4. The research aims of this project follow in Section 1.5. Thereafter, the 

statement of the central hypotheses is presented in Section 1.6. Then an overview of the 

methodology is provided in Section 1.7. Finally, the chapter concludes with the chapter 

outline showing the structure of this dissertation, in Section 1.8. 

1.2 Overview of the research area and contextualisation 
A distinction is drawn between the genre classification of web-specific and traditional 

genres in Section 1.1. This project is concerned with traditional genres in particular. 

Automatic genre classification studies that are concerned with traditional genres are 

characterised by three main concerns: corpus, features and learning methodology. 

The corpus provides the texts that are to be classified as well as the data, which are the 

basis of classification. The data are in the form of feature frequencies extracted from the 

texts. This feature set is predetermined based on the hypothesised characteristics of a 

particular genre and also on features that have been found useful in other studies. The 

2 These genres are also referred to as paper or print genres. These terms are not used here as they place 
too much emphasis on medium. 
3 Known as the LOB corpus. 
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choice of these features must be undertaken with care, in order to reduce the likelihood 

of many irrelevant features. This is because, in general, many learning methodologies 

are adversely affected by too many irrelevant features. In Chapter 4, it will be seen that 

this is something that the learning technique used in this project is fairly robust to. 

The features are mainly of two types: lemmas (and sometimes, word-forms) and 

'linguistic' features. The former set is more traditionally used in automatic text 

classification studies and is known as the bag-of-words (BOW) approach. The approach 

is hypothesised as and sometimes found to be less useful in automatic genre 

classification studies as it is too topic specific (Finn, 2002:75). That this is so is the 

main concern of many studies, which aim to show that 'linguistic' features are rather 

more useful in distinguishing genres and should rather be used. The word 'linguistic' is 

used because it is not altogether clear that the BOW approach is 'unlinguistic'. Indeed, 

it is evident in several studies (Argamon & Dodick, 2004a; also Santini, 2005b) that 

both the feature sets can be used well together, and moreover, that the BOW approach 

can be used successfully, but with more careful word selection. 

Once the features have been determined, they are extracted from the texts using various 

techniques, for example, regular expressions to match search terms and extract 

frequency counts. Then the hypothesised differences between genre classes are 

sometimes explored in terms of these feature counts. This is done, in order to estimate a 

more accurate idea of the discriminatory ability of particular features and thus, their 

subsequent use in training a genre classifier. Such intermediate exploration of features is 

also useful in the removal of irrelevant features before training. 

Once the final feature set has been determined, a classifier is developed on a training set 

from which it learns to make future classifications. Phrased statistically, the classifier is 

trained on multiple independent variables (the features), which predict the dependent 

variable (the genre class). The classifier is then tested on a set of texts that it has not 

observed before. It is desirable to achieve high accuracy on the training set because 

based on this accuracy it can be deduced that the features used adequately extract the 

differences between particular genre classes. Additionally, it is desirable to achieve high 

accuracy on the test set because this shows how well the classifier performs on unseen 
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data and how well it can be expected to perform on new test sets. This is referred to as 

the classifier's generalisation ability. If the classifier is to be re-usable it must have a 

high generalisation ability. An accuracy that is too high on the training set can, 

however, indicate that, although the training set can be perfectly or near perfectly 

classified, the classifier is too attuned to the idiosyncrasies of the training set. As a 

result, it fits the training set very well but does not generalise well. This situation is 

referred to as overfitting because the classifier overfits the training set. The opposite, 

and equally undesirable situation is called underfitting, as the classifier underfits the 

training set. 

Various learning methodologies are used, such as factor analysis (Biber, 1988), 

discriminant analysis (Karlgren & Cutting, 1994), ^-nearest neighbour (Wolters & 

Kirsten, 1999), multiple regression (Stamatatos, Fakotakis, & Kokkinakis, 2000b), 

logistic regression (Boese, 2005), decision-tree learning (Finn, 2002), Naive Bayes 

(Santini, 2004a), and support vector machines (Argamon & Dodick, 2004a). These 

techniques are all explained and reviewed in context, in Chapter 2. 

1.3 Problem statement 

The norms and expectations of academic discourse introduce concerns for both students 

and lecturers. These concerns revolve around elucidating precisely what the attributes of 

academic writing and the discourse ideals are, for informing assessment and for 

informing student academic writing; the former is the main concern of this project. 

Academic writing is regarded as an essential means of communication in tertiary 

education and determines students' success at tertiary institutions. Hyland (2004a:5) 

defines successful academic writing as "the ability of writers to offer a credible 

representation of themselves and their work, by claiming solidarity with readers, 

evaluating their material and acknowledging alternative views". There are three main 

approaches to academic writing: the skills-based approach, the acculturation approach 

and the practice-based approach (Lea & Street, 1997, cited in Lea & Street, 2000). The 

first approach considers that there is a set of skills applicable to all academic disciplines, 

and that can be learned and transferred to any academic context (Lea & Street, 

2000:34). The second approach Lea and Street (1997, cited in Lea & Street, 2000) term 

the "academic socialisation approach", in which the task of the lecturer is viewed as one 
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of socialising students into a new 'culture' (Lea & Street, 2000:34). The third approach 

is referred to as the "academic literacies approach" (Lea & Street, 1997, cited in Lea & 

Street, 2000). In contrast to the first two approaches, the third approach does more than 

merely acknowledge disciplinary and departmental differences in academic literacy 

practices. This approach views academic institutions as sites of "discourse and power" 

(Lea & Street, 2000:35) and academic literacies as social practices. It thus views 

academic literacy as encompassing a variety of communicative practices, which 

includes different fields and genres. Furthermore, it sees each communicative practice 

in context where social meanings and identities are evoked. 

This research project takes this third approach in that it acknowledges the differences 

between communicative practices, in particular those of various academic genres. 

Moreover, this project views student writing, as academic writing, in terms of meaning-

making and ideological conflicts (Davidson & Tomic, 1999; Turner, 1999; also Ivanic, 

Clark & Rimmershaw, 2000). As a result (as will be shown in Section 2.2) 'good' and 

'bad' examples of the argumentative essay are labelled as such not because they 

indicate skills or a deficit of skills but rather because they are not in keeping with the 

discourse ideals of the gatekeepers, as can be seen from the grade awarded them. 

This research project seeks to examine the genre of the argumentative essay. These 

essays are written by students within an academic context. According to Van de Poel 

(2006:17), a particular academic context, in which academic writing takes place is 

constructed from: 

(A) a limited repertoire of text genres; 
(B) an author who is defined as an academic in some way, e.g. a lecturer or 

student; 
(C) a main goal that is to render a point of view about an academic topic; 
(D) an objective and argumentative way of writing; and 
(E) a set of conventions regarding referencing and layout. 

Furthermore, an academic text bears the following characteristics (Van de Poel, 

2006:18): 

(A) It is well embedded in an academic context. 
(B) Its point of departure is a thesis or a research question. 
(C) It intends to persuade the ideal audience. 
(D) It delivers the author's personal view with respect to the central tenet of 

the text. 
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(E) It is written by an author who is not necessarily made prominent. 
(F) It contains standardised formal characteristics. 

This research project contests the last point as it implies that all academic texts have the 

same formal characteristics. The project extracts various formal characteristics of one 

genre of academic writing, in order to determine whether linguistic features can be used 

to classify texts, even within one genre. 

Texts representative of this genre, argumentative essays, serve to confirm or reject a 

thesis statement, or to persuade the reader of the writer's point of view, and as such are 

defined as instances of argumentative writing (Van den Poel, 2006:75). This ability to 

argue based on facts and examples, reason and consequence, authority, subjective 

judgement and deliberation of pro and cons (Van den Poel, 2006:80) is considered 

valuable in Western education (English, 1999:17). Therefore, it is essential that students 

learn to argue in writing, in order to succeed in many academic discourse communities. 

Intuitively, it follows that evaluative feedback plays an important role in acquiring this 

knowledge. 

An automated feedback system would provide an opportunity for lecturers to provide 

more detailed feedback in a shorter period of time. A starting point of this type of 

evaluation is an automated means of determining the standard of students' essays. To 

this end, a program that can analyse the presence of features indicative of proficient 

academic writing would provide a means for lecturers to pay more attention and time to 

students who struggle in their writing. An example of a program with similar aims is 

Trushkina (2006), which automatically detects lower-level language errors in L2 

English learners' argumentative essays, in order to allow lecturers time to focus on 

higher-level phenomena (see also Louw, 2006). In addition, such a program could 

inform lecturers as to the particular attributes of the genre that require attention on the 

part of both the learner and lecturer. 

This research project is mainly concerned with the former goal of such a program, but 

also sheds some light on features of the genre at hand. Such a task is one of binary 

classification, where the essays are grouped into two classes: 'good' or 'bad' examples 

of the argumentative essay genre. Essays that output 'good' were considered indicative 
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of a student who has successfully acquired the norms of academic writing within the 

genre of argumentative essays. 

Such a system would separate essays needing less feedback and volume of expert 

correction (classified 'good') from those needing more attention (classified 'bad'). In 

this way, the system would allow a senior marker (for example, a lecturer) to give 

student essays classified as 'good' examples of the genre to junior markers (for 

example, teaching assistants). This would afford the senior marker time to pay more 

attention to essays of a 'poorer' quality. This classifier could even be biased to classify 

texts as 'bad', rather than 'good', in cases of uncertainty to ensure that essays labelled 

'bad' examples are not given to junior markers who may not be able to provide the kind 

or volume of feedback required. 

Determining the approach to this type of feedback system requires some reframing of 

the problem at hand. This involves putting forth some hypotheses regarding the nature 

of the classification task. These hypotheses are detailed in Section 1.6. The approach 

this research project takes, is one of automatic genre classification. Major studies in this 

field (to be reviewed in Chapter 2) reveal that this approach has not been applied to so 

subtle a genre class as argumentative essays. 

Much of the work in pedagogy within corpus linguistics compares non-native speaker 

corpora with native speaker corpora, in order to compare patterns of use of lexis and 

grammatical structures (Flowerdew, 2002:98). Examples are Granger and Rayson 

(1998), who compare word frequency profiles from the International Corpus of Learner 

English (ICLE), a corpus of argumentative essay writing by advanced non-native 

learners, to a control corpus from the Louvain Corpus of Native English Essays 

(LOCNESS), as well as Hyland and Milton (1997), who investigated native speaker and 

non-native speaker high school students' argumentative academic writing in terms of 

expression of doubt and certainty. 

This project, however, does not seek to compare the differences in argumentation 

between non-native speakers and native speakers but rather to determine 'good' and 

'poor' examples of argumentative essays within a group. The project is concerned with 
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the argumentative writing of native speakers, because then it is likely that there will be 

fewer minor errors (spelling and morphological errors, see Trushkina, 2006:155), 

making it easier to extract linguistic information, such as part-of-speech (POS) tags, 

which rely on correct language structure to achieve high accuracy (such errors 

characterise, for example, the Tswana Learner English Corpus compiled at North-West 

University, South Africa). 

In addition to the automatic genre classification approach, there are other natural 

language processing approaches to the problem addressed by this research project (see 

for example, Teufel & Moens, 1999; also Buckingham Shum, Uren, Li, Domingue & 

Motta, 2002). Two relevant examples of such an approach are Moreale and Vargas-

Vera's (2003) automated argument extraction tool, and Burstein, Marcu, Andreyev, and 

Chodorow's (2001) thesis statement classifier. Moreale and Vargas-Vera's (2003) 

automated argument extraction tool (similar to this research project) is concerned with 

argumentation in students' essays. This tool is not of a classificatory nature, rather it 

seeks to categorise and highlight argumentative strategies in students' essays. Thus, the 

output of the tool is intended to assist students in evaluating their own work (formative) 

and as a supplementary tool for marking (summative). Burstein, Marcu, Andreyev, and 

Chodorow's (2001) thesis statement classifier seeks to identify the thesis statement in 

essays. Unlike Moreale and Vargas-Vera's (2003) tool, this classifier is not an end-

product, but the creators suggest that the features of a particular essay's thesis statement 

could be of evaluative use to the writer of the essay (Burstein et al, 2001:98). 

As argumentation in academic writing is valued, it determines students' success at 

tertiary institutions. It is thus essential for students to learn to argue in writing, in order 

to succeed in many academic discourse communities. Feedback plays an important role 

in acquiring this knowledge. This project aims to develop a classifier that will ease the 

workload of senior markers, in order to allow them additional marking time, thereby 

allowing them to provide higher quality feedback. 
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1.4 Research questions 
The following research questions arise from the preceding discussion: 

1. What are the most discriminating linguistic features between 'good' and 'bad' 

examples of the argumentative essay genre? 

2. Can these linguistic features be easily computed and extracted? 

3. Can an automatic genre classification approach be used to develop a classifier, which 

will categorise prototypical and non-prototypical argumentative essays of student 

writers, into 'good' or 'bad' examples of the genre? 

4. Will support vector machines (SVMs), as a machine learning technique, provide good 

generalisability, especially across domains, while requiring the least amount of human 

effort? 

1.5 Research aims 

In response to the research questions, this project aims to: 

1. Establish the most discriminating features between 'good' and 'bad' examples of the 

argumentative essay. 

2. Determine whether these features can be easily computed and extracted. 

3. Develop a classifier using an automatic genre classification approach, which will 

categorise prototypical and non-prototypical argumentative essays of student writers, 

into two classes: 'good' or 'bad' examples of the genre. 

4. Determine whether SVMs will provide good generalisability, especially across 

domains, while requiring the least amount of human effort. 


