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An ever-expanding global industry focuses attention on energy supply and use. Cost-

effective electrical energy production and reduced consumption pave the way for this 

expansion. Eskom’s demand-side management (DSM) initiative provides the opportunity for 

reduced electricity consumption with cost-effective implementation for their respective 

clients.  

South African gold mines have to extend their operations to up to 4000 m below the surface 

to maintain profitable operations. Deep-level mining therefore requires large and energy-

intensive cooling installations to provide safe working conditions. These installations 

generally consist of industrial chillers, cooling towers, bulk air coolers and water transport 

systems. All of these components operate in unison to provide chilled service water and 

cooled ventilation air underground. 

In this study the improved energy efficiency and control of a South African gold mine’s 

cooling plant is investigated. The plant is separated into a primary and secondary cooling 

load, resulting in a cascading cooling system. Necessary research was conducted to 

determine the optimal solution to improve the plant’s performance and electrical energy 

usage.  

Variable speed drives (VSD) were installed on the chiller evaporator and condenser water 

pumps to provide variable flow control of the water through the chillers, resulting in reduced 

motor electricity usage. Potential electricity savings were simulated. Proposed savings were 

estimated at 600 kW (13.6%) daily, with an expected saving of R 2 275 000 yearly, resulting 
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in a payback period of less than 9 months. Results indicated are based on total savings, as 

VSD savings and control savings were combined. 

The VSDs that were installed, were controlled according to an optimum simulation model’s 

philosophy. A real-time energy management program was used to control the VSDs and 

monitor the respective systems. The program’s remote capabilities allow for off-site 

monitoring and control adjustments. A control strategy, which was implemented using the 

management program, is discussed. Energy efficiency was achieved through the respective 

installations and control improvements.  

The results were analysed over an assessment period of three months to determine the 

viability of the intervention. A newly installed Bulk Air Cooler (BAC) added to the service 

delivery of the cooling plant post installation of the VSDs. Focusing on service delivery to 

underground showed a savings of 1.7 MW (33.6%) daily and a payback period of 3.6 months 

(0.3 years). The overall implementation showed an average energy saving of 2.3 MW 

(47.1%) daily, with the result that a daily saving of R 23 988.20 was experienced, reducing 

the payback period to 2.3 months (0.2 years).  

Through the installation of energy-efficiency technology and a suitable control philosophy, a 

cost-effective, energy-efficiency improvement was created on the case-study cooling plant. 

Keywords: Energy efficiency, chiller, gold mine, Demand Side Management, Variable 

Speed Drive, variable water flow. 
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Chapter 1 – Introduction 

1.1 Background 

Electrical energy producers need to constantly expand their generation capacity to supply 

the growth of private and industrial consumers. Consumers are dependent on the supply 

availability, along with increasing costs. This paves the way for reduced electricity 

consumption and energy efficiency improvements, benefiting all parties concerned. 

In South Africa the state of electricity supply and demand has been critical since 2007. 

Eskom, the country’s electricity utility, is presently expanding its generation capacity [1]. The 

availability of this new capacity is, however, being hindered due to construction delays. 

Additionally, an average tariff increase of 25% over the last five years for the funding of this 

new generation capacity is placing severe financial strain on consumers [2]. 

A subsidy project implemented by Eskom to assist in reducing the strain experienced on the 

electricity system is the Demand Side Management (DSM) programme. One of the strategic 

implementation industries of this programme is South African mines. Here the plant, 

financed by many of the past capital investments, are less efficient due to their installation 

when the mines were developed, resulting in the use of older equipment and control 

methodologies. Additionally, safety factors built into many systems consume additional 

unnecessary energy. 

One of the systems that has a large potential for energy efficiency improvement is industrial 

cooling [3]. These systems include a combination of industrial chillers, pumps and fans. The 

cooling plant operates to provide chilled water and cooled air to underground production 

areas to assist in the removal of heat components such as machinery and virgin rock [4]. 

This provides a safe mining environment for a labour-dependent workforce, which is 

regulated by South African law [5], [6]. Lower ambient temperatures furthermore reduce 

worker fatigue [7]. 

A common component in the cooling system is the electric motor. Electric motors’ running 

costs can increase to above 100 times its original purchase cost [3]. This creates a need to 

improve the energy-efficiency of these components, resulting in reduced running costs. 

The power output of pumps and chillers are often throttled. This occurs because of system 

limitations, or mechanical reduction of the driven fluid by valves. The potential thus exists to 
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reduce the power input to these motors, as opposed to restricting the power available in the 

system.  

Many means of mechanical speed reduction, such as gearboxes, have been utilised in motor 

systems [8]. These, however, still utilise the full power rating of the motor. A more modern 

approach to motor speed reduction is the limitation of supply frequency applied to an electric 

motor. This is achieved by passing the electricity delivered to the motor through a variable 

speed drive (VSD) [9]. 

A VSD is a component which has the capability to alter the voltage-frequency output. 

Reducing the voltage frequency delivered to an electric motor results in reduced motor-

speed output. The motor therefore consumes less power, thereby drawing less current from 

the electricity supply. As a VSD can change the speed at which a motor operates, additional 

benefits such as variable speed control will be possible.  

VSDs are implemented internationally in various industries, ranging from building HVAC 

systems to municipal pumping stations to mines [8], [10], [11], [12], [13]. The capacity for 

energy-efficiency improvement with these drives is expected where a physical restriction is 

placed on an electric motor (such as system pressure in a pumping network). Table 1, 

below, shows the potential for energy savings when a VSD is applied to an electric motor. It 

can be seen that the relationship is not linear, but a power function. 

Table 1: Potential electricity savings from a reduction in motor speed [14] 

Average speed reduction (%) Potential electricity savings (%) 
10 22 
20 44 
30 61 
40 73 
50 83 
60 89 

VSDs in addition serve as soft starters, allowing for smoother start-ups and similarly 

shutdowns [15]106. This is done by ramping the motor speed up and down in the same way 

that operational control of the pump would be implemented. By implementing a VSD on a 

motor electrical strain can be reduced on the system and feeding network. This is more 

noticeable with the prevention of current spikes during motor start-up which can typically be 

more than 500% of a motors running current [16].  
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1.2 Motivation for this study 

The initiation of this study is intended to highlight the energy inefficiency often found on mine 

cooling systems. Alternative chiller evaporator- and condenser water flow-rate control 

methodologies are to be analysed. Payback periods on the investment of VSD installations 

will be shown to be well within industry standards. As such the scope is indicated for similar 

energy-efficiency initiatives on other mine cooling plants. 

1.3 Goals of the study 

This study aims to improve the energy efficiency of a mine surface cooling plant. Improved 

energy efficiency will be achieved through the installation and control of VSDs on the chiller 

evaporator and condenser water pump motors. This control will suit the plant requirements 

and strive to achieve optimal power savings. The respective system components are to be 

controlled and monitored using a real-time energy management system (EMS).  

The energy efficiency achieved will show the potential of such an installation and control 

combination. This will be represented by the payback period of the installation. 

1.4 Scope of study 

The scope of this study focuses on the surface cooling plant of a deep-level gold mine 

located in South Africa’s Gauteng province. The mine’s cooling plant and all the auxiliaries 

are analysed with the available data. This includes chillers, cooling towers, bulk air coolers 

and the respective water pumps and fans. Chillers in the cooling plant are separated into a 

primary and secondary cooling load, resulting in a cascading system.  

The only control variable to be adjusted throughout the study is the water flow through the 

chillers’ evaporator and condenser systems. This flow will be controlled by adjusting the 

respective pump motor speeds through the VSDs installed. 

1.5 Layout of dissertation 

Chapter 1 provides a brief introduction into the study and its background. This is followed by 

the aims, goals and scope of the study, and the layout of the dissertation is presented.  

Chapter 2 presents a detailed and comprehensive background and literature study. This 

information details the need for the study, other strategies implemented in industry and 
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information pertaining to achieving and analysing the energy-efficiency improvement of the 

cooling plant. 

In chapter 3 the surface cooling system of the case-study gold mine is analysed. An energy 

audit will be completed with the relevant electricity loads. This audit will be used to compile a 

power baseline, or reference data set. Additional variables will be collected and analysed to 

integrate into the baseline. This will allow for the scaling of the baseline and actual power 

profiles, as these variables alter after the necessary installations and commissioning have 

been completed. The present energy efficiency and control philosophy of the system will be 

determined. Expected system and service delivery changes are discussed. 

Chapter 4 investigates the expected outcome of the installation with regards to improved 

energy efficiency. The investigation includes a simulation designed in Process Toolbox, 

along with verification calculations. A proposed control philosophy is presented to achieve 

the energy-efficiency improvement. Installations are detailed along with the resultant control 

implemented.   

Chapter 5 focuses on a performance-based assessment that was implemented for three 

months in a pilot mine after successful commissioning. This assessment will compare power 

data according to the scaled baseline previously mentioned. This baseline will differ from day 

to day as the relevant variables alter. The power data will additionally be compared on a 

year-on-year basis for a direct analysis. Time-of-use is analysed by electricity operating 

costs. The effect of the additional service delivery required by a new Bulk Air Cooler (BAC) 

will be analysed.  All relevant system results will be presented and discussed. 

Chapter 6 presents a conclusion to the overall outcome of the project. The effectiveness and 

accuracy of the implemented system will be indicated. The energy-efficiency improvement 

and related results will be detailed. Recommendations will be provided as to other possible 

improvement strategies on the mine. 
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Chapter 2 – Review of state-of-the-art in cooling of deep mines in 
South Africa 

2.1 Background of the South African electricity sector 

With industrial growth, electricity utilities have to keep on increasing their power generation 

capacity. This, along with population growth, is forcing energy utilities to not only develop 

new generation capacity, but to also subsidise energy-efficiency projects, ranging from 

general households to large industrial power consumers.  

In 2010 South Africa produced 33% of Africa’s electricity. In addition it consumed 38.4% of 

the total generated capacity on the continent [17]. In 2011 South Africa was the sixth 

cheapest source of electricity in the world, selling power at an average cost of 

0.91 (US¢)/kWh to the consuming public [18]. The main growth in South African industry 

leading to an increase in electricity consumption occurred in the period 1993-97. This was 

due to changes in the structure of the economy after the democratisation of the country [19]. 

In South Africa alone the population has increased on average by 1.2% per annum from 

2001 to 2011 [20]. With the population exceeding 51.1 million people in 2012, an additional 

600 000 people will be drawing power from the national grid each year [21]. The industrial 

production growth rate increased on average by 3.2% annually from 2001 to 2011 [22]. In 

addition, distribution and transmission losses of 6.3% and 3.1% respectively resulted, due to 

illegal connections and related activities in 2012 [2]. All this threatens the availability of South 

Africa’s electricity supply. 

Eskom, South Africa’s electricity utility, is state-owned and has the monopoly for affordable 

electricity in the country. In the 1980s Eskom had representatives promoting sales of 

electricity at extremely cheap tariffs due to a surplus production capacity. Prior to 2006/2007 

the last generation capacity Eskom added to the grid predates 2005 and only accounts for 

one GW from 2001 to 2005 [23]. This, in addition to power stations being mothballed, 

resulted in severe strain being placed on the grid.  

The electricity sector in South Africa reached a critical state in 2007 when rolling blackouts 

(an Eskom forced load-shedding scheme) were implemented. This was a direct result of 

Eskom’s failure to meet the demand on the national grid. Eskom further failed to 

substantially increase its power generation capacity over the years [24]. 
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By January 2008 the situation reached a critical state, with Eskom requesting its larger 

industrial consumers to shut down their operations. This prevented a national grid failure due 

to electricity demand exceeding supply, similar to that experienced in India in 2012 [25], [26]. 

The vast majority of these consumers were gold and platinum mines [24].  The mining sector 

consumes 14.5% of South Africa’s electricity supply. Temporary shutdowns of mining 

operations thus provided vital relief [2]. However, with South Africa being one of the world’s 

largest platinum and gold producers, the shutdown of operations would lead to severe 

economic strain [27], [28], [29]. 

Eskom is presently building two power stations and a pumped storage scheme [1]. The first 

unit of these two stations is only expected to be completed in 2014, while the second’s 

construction is expected to be fully operational by 2018. This infrastructure promises an 

additional 9588 MW standard supply and 1332 MW peak demand supply to be added to the 

national grid [30], [31]. 

The private sector has since 2011 been allowed the opportunity to sell electricity to Eskom 

[32], [33]. This allowed private investors the opportunity to provide funding for large green 

electricity projects, such as wind farms, photo voltaic solar plants and solar collection plants. 

Green energy refers to energy that is renewed naturally and releases little pollution to the 

environment, such as the sun and wind. It is a source of power generation with a lower 

carbon footprint than present mass generation methods. 

The cost of developing green electricity plants is still expensive relative to coal-fired power 

stations. This is due to the present high cost of the technology used to collect the renewable 

energy. However, statistics show that certain renewable electricity sources will become more 

affordable over time as they mature technically and where large capital investments are 

made. At present 85% of Eskom’s supply is dependent on coal-fired power stations [2]. As 

coal is an abundant resource in South Africa, electricity produced by burning coal is the 

cheapest form of primary energy for electricity production. This is, however, one of the worst 

carbon footprint production methods. The distribution of Eskom’s generation capacity is 

illustrated in Figure 1.   
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Figure 1: South Africa’s national electricity utility’s (Eskom) power generation capacity for 2012 (42 GW) 

[2] 

Eskom’s present production expansion has resulted in it recently requesting a yearly tariff 

increase of 16% over the next five years. The National Energy Regulator of South Africa 

(NERSA) granted an 8% increase over a period of five years after an outcry by both the 

public and industry. A 16% increase would have financially crippled many private consumers 

and businesses. The constant tariff increases over the last five years have already placed a 

large financial strain on consumers. As indicated in Figure 2, an average increase of 25% 

per annum in tariffs has already been implemented over the last five years [2]. 

 
Figure 2: Average electricity tariff increases for South Africa from 2008 to 2012 [2], [35] 

One of the subsidy projects being implemented by Eskom is a Demand Side Management 

(DSM) programme. This aims to reduce the power demand while new generation capacity is 

being added to the grid, as previously discussed.  
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2.2 Demand Side Management potential on South African mines 

With South Africa having an electricity-intensive economy, the market for efficiency 

improvement throughout industry is large. This is particularly true for the mining industry. As 

large capital investments originate from the development of new mines, the technology of 

the mechanical/electrical systems is outdated and inefficient. Most new technology is only 

implemented after equipment failure, or by external parties with specific incentives. 

With Eskom experiencing strain on its grid and high probable inefficiencies in mining 

industry, it is reasonable to expect to find projects to reduce loading from the mines. As 

Eskom’s DSM initiative provides funding for their projects, it is vital to find projects where the 

payback period for the equivalent electricity saved is as short as possible. This limits the 

number and size of viable projects. Fortunately the existence of a project on one site implies 

that it can be similarly implemented on other sites as well. 

The first step is to separate the different electricity consumers on the mines. As seen in 

Figure 3 below, the four main consumers with savings potential are pumping, compressed 

air, processing and materials handling [3].  

 
Figure 3: Typical electricity savings potential for South African mines [3] 

With the implementation of new projects on mines, any strategy that includes underground 

work tends to take longer due to restricted access. This is also true for processing plants on 

precious mineral mines such as gold and platinum. Surface projects are thus the first to be 
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more viable. This leaves surface pumping, chillers, fans and compressed air generation as 

solutions.  

One of the operations that combine three of these systems is industrial cooling. Here the 

pumps and fans are crucial in the cooling and transportation processes. A core element of 

each of these systems is the electric motor. With the running cost of a motor being 100 times 

higher over its lifetime than its purchase cost, it is crucial to make motors and their supply 

system as efficient as possible [3].  

Barriers that need to be overcome with energy-efficiency projects include budgets (capital 

and operational costs), risk of failure, a lack of knowledge, internal incentives and the 

present market structure [34]. The majority of these barriers are already overcome with the 

DSM implementation scheme. As capital costs are provided for, the risk of failure is reduced 

(proven track record of similar projects). Present market structures provide easy access to 

energy-efficient improvements, thus one must simply overcome large future operational 

costs and provide for internal incentives.  

An additional Eskom DSM programme exists in load-shifting schemes. The aim of projects 

here is to reduce the use of electricity by large power consumers during national peak 

consumption hours. The large consumers already have the incentive to reduce operational 

costs through the Megaflex tariff structure. Figure 4 illustrates the distribution of this 

structure. The green, yellow and red sections indicate off-peak, standard and peak 

consumption periods respectively. The cost of electricity for these consumers is similarly 

distributed from least to most expensive consumption periods, based on these consumption 

periods. The tariffs for these periods, applicable to this case study, are indicated in Table 2 

and Table 3. 

The difference in summer to winter costs, especially from standard to peak periods, is largely 

due to household heating in the winter months. This results in a large additional load being 

placed on the electricity grid. As such the electricity price is increased exponentially to force 

consumers (both industrial and private) to reduce electricity consumption during these hours, 

thus reducing the total load on the electricity grid. 
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Figure 4:  Eskom Megaflex electricity tariff structure [36] 

 
Table 2: Eskom 2011/2012 Megaflex tariff structure [36] 

Demand time Summer 
September – May tariffs (c/kWh) 

Winter 
June – August tariffs (c/kWh) 

Off-peak 

Standard 

Peak 

24.93 

35.65 

58.19 

28.94 

54.17 

208.43 
 

Table 3: Eskom 2012/2013 Megaflex tariff structure [36] 

Demand time Summer 
September – May tariffs (c/kWh) 

Winter 
June – August tariffs (c/kWh) 

Off-peak 

Standard 

Peak 

28.69 

41.04 

66.98 

33.03 

61.78 

237.72 
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2.3 Effective cooling in deep mines 

Mining in South Africa is labour intensive, despite the availability of technical machinery. This 

is done to support job creation in a country with high unemployment levels [37]. A result is 

strict regulation of working conditions enforced by the Mine Health and Safety Act of 1996 

(MHSA) and its amendment, the Mine Health and Safety Bill of 2008 [5], [6]. A platform is 

additionally created to create skilled labour with good industry experience. 

From a mining perspective, one needs to consider the many sources of heat below ground. 

It is these sources that need to be controlled or cooled to provide a safe mining environment. 

Underground temperatures need to be kept below 27 ˚C (wet bulb) to maintain 100% worker 

efficiency [7]. This creates the need for effective cooling. Major controllable heat sources 

include the rock face, broken-out rock (virgin rock), fissure water and machinery [4]. These 

heat sources can be separated into two groups: temperature-dependent heat sources 

(TDHs) and temperature-independent heat sources (TIHs) [7]. Figure 5 illustrates the 

distribution of heat sources underground. 

 
Figure 5: Typical stope heat components (adapted from [4]) 

Another source of heat entering the mine ventilation air that needs to be considered is 

adiabatic compression (commonly known as autocompression). This is where air entering 

the shaft will increase in temperature and pressure (without any heat transfer from the shaft 

or evaporation of moisture). Adiabatic compression occurs due to the mass of atmospheric 
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air applying pressure on the air mass in the mine shaft. The process is a conversion of 

potential energy to internal energy [7]. 

Temperature regulation not only provides a safe working environment, but it also reduces 

worker fatigue [38], [39]. Reducing the fatigue of workers increases the potential for 

productive time spent underground. Figure 6 illustrates the decrease in productivity 

experienced in relation to various ambient temperatures. 

 
Figure 6: Changes in production rate of underground mining workers with a change in working 

temperature (adapted from [39]) 

An active solution to counter the heat underground is to send chilled water and cooled air 

from the surface to the affected areas. Figure 7 shows a typical deep-mine surface cooling 

network. The water is largely used to cool the rock face and ore which is being mined. 

Chilled water can capture the heat load from the rock before it enters the air [7]. It also 

controls the dust after blasting. 
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Figure 7: Schematic layout of a typical deep-mine surface cooling network (adapted from [7]) 

Some South African gold mines are 3000 to 4000 m deep to reach high concentration ore 

bodies. In these extreme cases ice is at times additionally made and sent down to maintain a 

low water temperature [40], [41]. Figure 8 illustrates the increase in virgin-rock temperature 

with increased mining depth of various gold-mining regions in South Africa [39].  

 
Figure 8: Virgin-rock temperatures plotted against mining depth for the project implementation region 

[39] 
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The chilled water is cooled to such low temperatures as the water temperature can increase 

up to 5 degrees per degree where sent underground (chilled water at 3 ˚C on the surface 

could end up at 15 ˚C when it is being used below ground [1]). In order to get the water to 

such low temperatures, chillers (often referred to as fridge plants on a mine) are used to cool 

the water. These plants operate by using a refrigerant to draw heat from the water through a 

refrigeration cycle and various forms of heat exchangers.  

The cooled air is sent underground through BACs. These coolers draw ambient air through 

cooling towers by means of large fans. The cooling towers act as a heat exchanger, where 

the air is pulled through chilled water (from the cooling plant) which is sprayed in the tower. 

This cooled air assists in improving working conditions, as discussed. 

The cooling load of the chillers and BACs is seasonally dependent. With ambient 

temperatures naturally decreasing in the winter months, natural thermal energy (lower 

ambient temperatures) allows the chillers to operate at lower loads. This is a crucial energy 

factor, as electricity use for household heating throughout the country increases over the 

winter months. A more in-depth discussion on these cooling methods is presented in 

Chapter 2.4. 

  

                                                
1 Danie Olwagen – Fridge plant foreman – Goldfields South Deep South shaft – August 2012 
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2.4 Surface fridge plants 

2.4.1 Overview 

As discussed, there is a constant requirement for cooling in deep mines. The heart of this 

cooling strategy is delivered in the form of industrial chillers. These large industrial plants are 

often technologically outdated due to them being installed during the establishment of the 

mines. It is not feasible to replace their chillers with more technologically-advanced plants 

due to additional capital costs. Modern control philosophy and efficiency installations are 

thus often implemented on these plants. The plants are coupled with cooling towers and bulk 

air coolers to respectively ease the cooling load and provide cooled ventilation air.  

To apply an effective energy-efficiency project on such chillers, it is vital to understand their 

method of operation. This includes the mechanical functionality, the interaction of the 

working fluids in the system and the auxiliary components.  

2.4.2 Chillers  

A chiller generally consists of two component sections, namely heat exchangers and 

compression mediums. The heat exchangers shown in Chapter 2.4.5 are typical 

constructions of the evaporator and condenser. The evaporator and condenser operate with 

the refrigerant in a two-phase state at a constant pressure (liquid and vapour) [42]. The 

refrigerant exits the condenser as a saturated liquid and exits the evaporator as a saturated 

vapour. These two points are crucial in calculating other values in the system.  

Very little work is experienced between the refrigerant leaving the condenser and entering 

the evaporator. By placing a throttling device between the two components, the fluid is 

throttled from the high- to the low-pressure side [42]. The throttling device is usually an 

expansion valve or capilliary tube. Use of the throttling device makes the process adiabatic 

and thus theoretically isentropic [42].  

The main working (electricity intensive) component in this system is the compressor. It is 

here between its two constant pressure mediums that the fluid changes state. It is assumed 

that the fluid enters the compressor as a saturated vapour (similarly the state at which it 

leaves the evaporator). This assumption is vital, as less compression will take place if the 

fluid enters the compressor in a partial liquid state [42].  



 Chapter 2 – Review of state-of-the-art in cooling of deep mines in South Africa 

 

16 

 

The coefficient of performance (COP) which is a means of determining a chiller’s efficiency, 

is also largely dependent on the compressor’s electricity usage. It is thus important that the 

compressor operates at as low a loading as possible. At the same time the highest potential 

thermal energy must be extracted from the fluid to be cooled in the evaporator [42].  

Thermodynamic cycles in chillers 

Two refrigeration cycles are used throughout industry, namely the vapour-compression and 

ammonia-absorption cycles. The main difference between the two cycles is the manner in 

which compression is achieved. Additionally, as its name states, the ammonia-absorption 

cycle is designed specifically for ammonia to act as the working fluid. Where the vapour-

compression cycle utilises a compressor, the typical ammonia-absorption cycle comprises 

four components, as seen in Figure 9.  This system uses very little work input, as the 

pressure pumping system involves a liquid [42]. 

 
Figure 9: Typical ammonia chiller schematic (adapted from [42]) 
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In this system a low-pressure ammonia vapour enters the absorber where it is absorbed into 

a weak ammonia solution. This fluid is then pumped through the heat exchanger to the 

generator, where a higher pressure and temperature are maintained.  

The basic ideal vapour-compression refrigeration cycle is shown in Figure 10. The net work 

input for the cycle is represented by the area enclosed by the progress lines 1-2-3-4-1. As 

indicated in the figure, there are two constant pressure processes (2 to 3 and 4 to 1) and two 

constant isentropic processes (1 to 2 and 3 to 4’) [42]. 

 

Figure 10: Ideal vapour-compression refrigeration cycle of a chiller. (adapted from [42]) 

An actual refrigeration cycle deviates from these assumptions mainly due to pressure drops 

and heat loss in a system [42]. The vapour entering the compressor will most likely be 

superheated as opposed to being saturated. When the fluid is passing through the 

compressor an entropy loss occurs due to heat loss. A natural pressure drop coupled with 

heat loss occurs across the condenser. The fluid leaving the condenser is usually below the 

saturation temperature. Similarly a drop in enthalpy occurs which allows for more heat to be 

transferred to the refrigerant in the evaporator. A similar pressure drop occurs across the 

evaporator. The fluid will increase in temperature in the piping between the evaporator and 

the compressor, entering the compressor as a superheated vapour. This however results in 

additional work in the compressor due to a higher initial specific volume [42].  This process is 

indicated in Figure 11. 
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Figure 11: An actual vapour-compression refrigeration cycle. (adapted from [42]) 

General practice is to analyse the refrigeration cycle as an ideal cycle. This is done with a 

working substance (refrigerant) that changes phase during the cycle. The deviation from this 

ideal cycle is then determined by the level of insulation and pipe length in the system [42]. 

As natural pressure drops and thermal energy loss to the environment occur throughout any 

system, there will always be a deviation from the idealistic design [42]. Equation 1, below, 

shows the ideal gas law applicable to the ideal cycle. 

 Pv RT             (1) 

The ideal gas law needs to be understood to interpret the parts of the refrigeration process. 

An ideal gas is one that obeys the relation in equation 1 [43]. This ideal gas relation tends to 

approximate the P-v-T behaviour of real gases at low densities. One should be careful to 

identify the state of the refrigerant before applying the ideal gas law [43]. 

Refrigerants used in vapour-compression refrigeration systems 

A large number of refrigerants are used in vapour-compression cycles. Ammonia and 

sulphur dioxide were largely used in the first vapour-compression refrigeration systems. The 

use of these substances was soon limited due to their high toxicity and flammability in high 

concentrations [44], [45]. This reduces its use in industry due to hazards caused by potential 

leaking of the gas, particularly in underground applications. The substance is in addition 
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corrosive to copper or copper alloys [44]. Chiller plants will have water sprayers above the 

plant for use in the event of a leakage of these gases. As the gases are soluble in water, the 

sprayers will prevent the gases from entering the atmosphere, or posing a further threat to 

operating staff. Table 4 below summarises the old and new refrigerants used in the cooling 

process.  

Table 4: Alternative refrigerants used in industry [42] 

Old 
Refrigerant 

R-11 R-12 R-13 R-22 R-502 R-503 

Alternative 
Refrigerant 

R-123 R-134a R-23 (low T) NH3 R-404a R-23 (low T) 

R-245fa R-152a CO2 R-410a R407-a CO2 

- R-401a R-170 (ethane) - R507a - 

The old refrigerants have over time been replaced due to their negative effect on the 

stratosphere (ozone). In many countries the use of these refrigerants has been banned. 

These compounds are commonly known as chlorofluorocarbons (CFCs). 

Two considerations are important when selecting a refrigerant: the temperature at which the 

refrigerant will operate, and the type of equipment to be used. While the refrigerant 

undergoes a change of phase, it is maintained at saturation pressure. The equipment needs 

to accommodate these pressures at which the refrigerant operates. A lower pressure will 

thus require large equipment to provide for larger volumes. Similarly, a high pressure will 

require smaller volumes. The equipment will, however, need to withstand the high 

pressures [43]. 

As different volume capabilities are required for different applications, a different compressor 

is similarly utilised. Centrifugal compressors are best suited for low pressures and high 

specific volumes, whereas reciprocating compressors are best adapted for high pressures 

and low specific volumes [43]. 

A chiller can often be designed to operate at maximum load for an optimal efficiency. It is 

thus vital to operate a chiller within its design constraints. Failure to operate within the design 

limits could result in damage such as burst pipes. Such system failures can however be 

prevented through the installation and monitoring of sensors across a machine. These 

sensors will measure data such as temperatures, pressures and vibration.  
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2.4.3 Cooling towers  

Mine chiller systems generate heat, which needs to be removed from the system. Hot water 

pumped from underground also needs to be cooled in the most cost-effective manner. A 

cooling tower is a means of extracting this heat from the respective water sources and 

expelling it directly to the ambient air. This occurs through evaporative cooling from the hot 

water into the cooler ambient air and is a combination of mass- and both latent and sensible 

heat transfer [46]. As previously indicated in Figure 7, separate cooling towers operate along 

the hot-water source and the chiller condenser circuit. Figure 12 shows the typical schematic 

of a cooling tower. 

 

Figure 12: Direct-contact evaporative cooling tower (adapted from [46]) 

Cooling towers consume approximately only 5% of the water when compared to once-

through systems (due to the humidified air), with the capability to cool the water to within 6 to 

3 ˚C of the ambient wet-bulb temperatures [46]. Thus it is the cheapest and most efficient 

cooling method when compared to similar systems.  
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Heat and mass transfer is increased by pumping the water through sprayers in the tower, 

increasing the contact surface area. As seen in Figure 12, the air is counterflowed by means 

of a fan at the top of the tower. The water exchanges heat with the ambient air, while the 

water mass transferred is proportional to the dry-bulb temperature. Figure 13 shows the 

relationship between water and air in a counterflow cooling tower. 

 
Figure 13: Temperature relationship between water and air in a counterflow cooling tower [46] 

As indicated in Figure 13, the drop in water temperature (A to B) across the cooling tower is 

denoting the range, while the rise in ambient air wet-bulb temperature (C to D) is the 

approach. The range of a cooling tower is determined by the water heat load and flow rate, 

not by the size or thermal capability of the tower [46]. The relationships in Figure 13 can be 

represented by the equations listed below [46].  

  A BRange T T          (2) 

 ( )D C wbApproach T T          (3)




 
 ( )

actual A B
w

A C wbideal

Q T T
T TQ

        (4) 

As discussed, the water flow rate affects the range of the cooling tower, thus, as indicated in 

equation 4, it also affects the tower’s efficiency. It is thus vital to consider the implications of 

these parameters when evaluating the performance regarding energy usage. 
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2.4.4 Bulk Air Coolers 

Bulk air cooling is the cooling of the entire mine (subsurface) through a centrally-located unit. 

These units are installed to provide better subsurface ambient conditions year round, as 

previously discussed. The coolers are located near the shaft and inject the cooled air below 

the main cage loading area in the shaft. This cooling, in addition, removes heat from the wall 

rock throughout the mine. The cooling load is often wasted on upper levels due to smaller 

heat loads.  

The air in a BAC is generally cooled in a two-stage horizontal spray chamber. The water is 

sprayed throughout the chamber length, covering the entire cross section. A BAC operates 

on the opposite principle of a cooling tower. Here a heat load is transferred from the ambient 

air to the chilled water, while the air mass is additionally humidified through the process. 

Condensation occurs through the BAC due to the cold temperatures, resulting in additional 

water being added to the system, although in small amounts. Figure 14 shows the schematic 

of a typical two-stage BAC. 

 
Figure 14: Typical schematic of a two-stage bulk air cooler (adapted from [7]) 

2.4.5 Heat exchangers  

The two common heat exchangers used in the refrigeration process are shell-and-tube and 

plate heat exchangers [7]. Shell-and-tube heat exchangers are the most common used in 

mine refrigeration, where machines have a 700 to 1400 kW compressor power range. Shell-

and-tube heat exchangers should not be expected to cool water below 3 ˚C. The larger 

chillers use plate heat exchangers, where the water can be cooled within 1˚ of freezing 

without the danger of rupturing [7]. Figure 15 and Figure 16 show images and typical 

schematics of a shell-and-tube and plate heat exchanger respectively. 
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Understanding the first law of thermodynamics is the first step in analysing a heat 

exchanger. This law is also known as the “conservation of energy” principle. The law states 

that energy can neither be created, nor destroyed during a process; it can only change form 

[43]. It is this change of form or transfer of energy that is applied in the heat exchangers. 

 
Figure 15: Image and flow diagram of a shell-and-tube heat exchanger [47] 

 
Figure 16: Image and flow diagram of a plate heat exchanger [48] 

2.4.6 Pumps 

The refrigerant in a chiller is moved through the system by the work output of the 

compressor, whereas water in the evaporator and condenser is moved by the work output of 

the pumps. These pumps are separate from the chiller, thus operating as auxiliary 

components. By not acting directly within the refrigeration cycle, they are components that 

can be separately controlled. A pump’s motor speed can be adjusted by changing the 
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number of poles, or by changing the applied frequency. Changing the poles is a physical 

change, requiring the rewiring of the motor. This results in a step change in the speed [9]. 

Changing the frequency applied to a motor results in less current being drawn by the motor, 

thus reducing its power and speed. The set-up of the pumping system on chillers affects the 

type of control strategy one would consider implementing. 

Typically two types of pumping configurations exist when directly applied to chillers: parallel 

pumps, pumping into a common manifold piping system supplying a network of chillers, and 

direct inline pumps, which are dedicated individually per chiller. Each system has its 

advantages and disadvantages. With parallel pumping there is always an additional pump to 

allow for continuous operation of all chillers, even if a pump fails. This, however, results in 

additional capital investment. There is, in addition, a pressure drop over the chiller range 

once water exits the common manifold, thus requiring valves to control the inlet pressure 

and flow at each chiller. With inline pumping it is easier to control the pressure and flow 

across each individual chiller by controlling the pump speed. However, if a pump fails, the 

chiller will be inoperable until the pump is fixed. Figure 17 below shows the typical 

performance curves of a centrifugal pump. 

 
Figure 17: Typical pump performance curves of a centrifugal pump [49] 

The mathematics which defines the curves indicated in Figure 17 is known as the Affinity 

Laws. The laws describe the physical change or resultant impact from changes in 

pump/motor speed, impeller diameter or system head. The respective laws state that the 

flow rate is directly proportional to the pump impeller speed; the pump head is proportional to 

the square of the flow rate and the pump power is proportional to the cube of the flow rate. 

These laws govern a simplistic method for determining the resultant electric power drawn by 
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a motor by changing specifications of the pump head, flow rate and/or impeller diameter. 

These laws are represented by the equations below [50], [51] and illustrated in Figure 18. 

 1 1

2 2

Q D
Q D

           (5) 

 1 1

2 2
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           (6) 
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          (8) 

 
Figure 18: Graphic representation of pumping Affinity Laws for constant wheel diameter with the wheel 

velocity changing [51] 

The life-cycle cost (LCC) of pumps should play a significant role when designing a system. 

Important elements used for determining LCCs are purchase costs, maintenance costs and 

electricity costs. An LCC analysis was conducted on a selection of five pump types [52]. As 

shown in Figure 19, hydracell, centrifugal and sidechannel pumps display the lowest LCCs. 

The key principle observed from Figure 19 is that the LCCs can vary significantly by the type 

of pump used.  
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Figure 19: Life-cycle costs (LCCs) of pumps delivering 1.4m3/hr at 5 bar [52]. 

As indicated in Figure 20, the control of centrifugal pumps largely affects the pumps’ 

efficiency. This plays a limiting factor in controlling the pressure of a pumping system. In 

comparison, positive displacement pumps are able to achieve a much higher efficiency 

throughout the pressure/head range. Positive displacement pumps are, however, limited in 

size, thus centrifugal pumps are utilised more in mining applications. It is thus very important 

to select a pump with its peak efficiency operating close to the system resistance and flow 

requirements. 

 
Figure 20: The effect of pressure variation on different pump types [52] 
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It is reasonable to deduce that sustainable pump operational efficiency is directly related to 

electricity savings [53]. These savings are also coupled with reduced maintenance time and 

costs and could be easily achieved by using pumps without seals. A result is less wear, 

especially where corrosive or abrasive fluids could have damaged seals. Seal damage could 

furthermore result in external damage to components where leakages occur. Reduced 

downtime from maintenance or breakdowns also provides less risk to the productivity of a 

plant.  

Performance losses of pumps arise from lack of maintenance and partial load operations 

[54]. At approximately 40% of a maximum flow rate, vibration, radial load and excessive 

noise increases are experienced. An increase in electricity savings on a motor therefore 

results in possible inefficiencies on the operating pump. An increase in pump maintenance 

could also be seen. As can be seen in Figure 21, the maintenance of the pump impeller is 

vital in maintaining its efficiency. Planned maintenance will result in direct electricity savings 

where maximum potential flow is achieved.  

 
Figure 21: The effect of periodic maintenance on pump efficiency (adapted from [53]) 

Cavitation can result in extensive damage to pumping infrastructure. Cavitation occurs when 

a void/cavity is generated in a fluid [53]. This occurs when a fluid ruptures, as it is subjected 

to a pressure below a pressure threshold. This is due to a phase change in the fluid as the 

ambient pressure falls below the vapour pressure of the ambient temperature. These 

cavities expand to a large size and rapidly collapse, resulting in a sharp noise. Spots of high 
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temperature, coupled by shock waves, also result. All this contributes to a loss in pumping 

efficiency. 

2.4.7 Chiller performance prediction 

Empirical prediction models are developed to determine the energy performance of water 

chillers by using formulation and parameter estimation. These models are separated into two 

categories, namely gray-box and black-box models, where gray-box models are semi-

empirical and black-box models are empirical. Lee et al [54] compared the accuracy of 

eleven empirical performance-predicting models on centrifugal chillers. The prediction 

accuracy of these models was evaluated using the coefficient of variation of root-mean-

square error (CV) and the confidence interval (CI). 

Performance prediction is ultimately practical when applied within a control scheme. Lu and 

Chen et al [55] developed a forecast scheme which proved to be cost-efficient when applied 

to a large HVAC system. This system was used as opposed to a lag scheme used in a 

general method. The scheme implements cooling load requirement forecasting, thus 

optimising the system ahead of the demand.  

Navarro-Esbrí [56] presented a black-box model for a variable speed vapour compression 

refrigeration system. The model was based on a radial basis function (RBF) network. This 

model uses a feed-forward network. The inputs of the model include chilled water inlet 

temperature (Tin), condensing water inlet temperature (Tin), refrigerant evaporator outlet 

temperature (Tout) and the compressor motor speed (N). This results in a low-cost data 

requirement. It was suggested that such a model would be a useful tool for energy 

optimisation and fault detection and diagnosis. With a similar strategy, Romero et al [57] 

found the most accurate linear black-box model to operate with a Box-Jenkins structure. 

Remote access and evaluation of systems allow for technical expertise to be applied to 

systems without the time delay of travelling to a site. An online supervisory control strategy 

was presented by Ma et al [58]. The system could predict environmental factors, energy 

efficiency of the system and the system’s response to changes in control settings. The 

performance map and exhaustive search-based method (PEMS) was developed to source 

suitable solutions to optimisation problems. This model proved to have the same control 

accuracy as the genetic algorithm (GA) method. It additionally achieved a computational cost 
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reduction of 96%. The energy efficiency of the strategy, however, failed to impress with a 

most disappointing annual electricity saving increase of 0.9%.  

These prediction models and methods are crucial in understanding the system capabilities of 

the EMS to be implemented. The potential for improvement of the program is shown by the 

prediction capabilities existing in practice. Although the EMS is a real-time system, 

knowledge of potential future operational conditions could open the gateway for full control 

capabilities of an entire chiller. 

2.4.8 Chiller performance evaluation 

The performance of a chiller can be determined by calculating its coefficient of performance. 

The COP of a centrifugal chiller is defined as the ratio of the evaporator cooling capacity to 

the compressor electrical power represented by equation 9, below [54].  

 pmc TQ m hCOP
W W W

 
          ( ) 

The performance of an entire system is based on the total power requirement of the chillers 

and condenser and evaporator pumps and fans [59]. Chillers account for about 60%, while 

pumps and fans account for about 30% of the total power. An entire cooling system’s 

performance is determined by calculating the system coefficient of performance (SCOP). 

This is defined as the ratio of the combined evaporator cooling capacity to the sum of the 

total electricity consumption of the chillers, pumps and fans (represented by equation 10, 

below) [59]. It can also be utilised to evaluate a single chiller and its pumps/fans. 

 
,

Total cooling capacity of the systemSCOP
Total energy consumption of chillers pumps and fans

             (  ) 

A strategy for switching between an ‘n’ number of chillers is described by Yao et al [60]. 

Figure 22, below, shows the optimum point of switching from one- to two-chiller operation, as 

applied in a case study. This is determined by SCOP and COP with chiller operating status 

management. Significant savings were achieved when a switch point was applied at 

approximately 1896 kW.  This indicates the importance of analysing the system SCOP and 

not just individual chiller COPs. 
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Figure 22: COP and SCOP of a cooling system under one- and two-chiller operation [60] 

 

2.4.9 Chiller efficiency strategies 

Various constructions of chillers and control methods are used throughout industry. It is vital 

to analyse these systems to be able to optimise the construction and control methodology of 

the plants. Control methodology can be applied across different chiller types. One can also 

change the construction, and thus operation, of a chiller to better suit the application.     

Three pumping schemes were analysed by Tirmizi et al [61]. The systems were for a 

building’s HVAC system. Variable speed pumping achieved the best electricity savings 

across a large temperature range. An important factor was the limited use of a backpass 

flow across the chiller. This avoided a low delta temperature across the evaporator due to a 

lack of circulated water. The other schemes included constant speed and a combination of 

constant and variable speed pumps. Both of these applications utilised the backpass flow 

available in the system. The electricity consumption of the worst and best system had an 

average variance of 45 MWh, or 14%.  

Manske et al [62] developed a mathematical model of a large two-temperature level cold-

storage distribution facility. Focusing on evaporative condenser sizing and head pressure 

control, it showed an annual electricity consumption reduction of 11%.  
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Yu et al [63] developed a thermodynamic model of an air-cooled screw chiller. By applying a 

variable speed condenser fan strategy, an increase in COP of 4 to 127.5% was achieved. 

Applying the model to an office building with a comparable-sized chiller achieved a 12.2 to 

44 kWh/m2 (5.6 to 20.2%) electricity saving. By applying a similar strategy to a water-cooled 

chiller in a hotel, Yu et al [64] achieved an electricity saving of 8.6%. Eight operating 

schemes were compared, including constant and varying speed control methodologies.  

A novel cascaded refrigeration system was developed by Kairouani et al [65]. A vapour 

absorption system, supplied by geothermal energy, was cascaded with a conventional 

vapour-compression system. By changing the compression refrigerant between R717, R22 

and R134a and using an ammonia-water mixture for the absorption system, a 37% to 54% 

increase in COP was achieved. 

Inefficient use of existing infrastructure often occurs due to operation staff’s lack of technical 

training and knowledge. Pelzer et al [66] developed a control and optimisation system to 

implement at such chiller sites. The system has the ability to simulate and optimise the 

existing installations. This system, when applied, results in significant electricity savings 

without the alteration of delivery temperatures.  

Lian et al [60] developed an optimal operation model for a large cooling system with the aim 

of improving the SCOP. This model led to increased power usage by the individual chillers. 

However, when the entire system (pumps included) was analysed, electricity savings of up 

to 10% were reached with variable flow pumping.  

A load-based speed control was developed by Yu et al [67]. The control was designed to 

focus on enhancing the electricity usage of a water-cooled chiller. The optimum design 

operation is where the speed of the cooling tower fans and the condenser pumps is 

controlled along a linear function of the chiller part load ratio. A COP increase of 1.4% to 

16% was achieved with this control strategy. A 5.3% reduction in operating costs was seen 

when implemented at an office building, with a cost payback of within two years. 

A variable-speed vapour compression model was developed by Navarro-Esbrí [68]. The aim 

of the model was to optimise the energy efficiency of a chiller. Using easily and cheaply-

sourced data, an accurate prediction model within errors of less than 10% was achieved. It 

was determined that the compressor speed and secondary fluid inlet temperatures had the 

greatest influence on system efficiencies. Secondary fluid flow rates had, in addition, a very 
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small effect on the efficiency of the plant. However, fine-tuning these components will assist 

in the chiller’s efficiency.  

A fuzzy neural network controller was proposed by Tian et al [69], incorporating a backward 

feed system. The algorithm had capabilities of learning a system’s functions and parameters. 

Controlled parameters used included the degree of evaporation superheat and 

temperature/pressure. Controlling parameters included the varied frequency supplied to the 

compressor and the position of the expansion valve. The multi-input multi-output (MIMO) 

system reduced its steady-state error from +-0.03MPa to +-0.01MPa by the sixth run, thus 

showing its capability to learn from the system and optimise it through continuous control. 

2.4.10 Alternative cooling strategies 

As discussed, sending chilled water and air underground does not supply sufficient cooling 

in extreme cases. Mines operating more than 3660 m below the surface fall into the category 

of ultradeep mines that require ice cooling [7]. Cooling capacity in the form of hard ice can 

remove 4.5 times the heat load as the same flow of chilled water. The COPs of these ice 

systems have become competitive with traditional cooling methods with improved 

technology. 

Bellas et al [70] analysed applications of ice slurries throughout various industries. These 

applications include comfort cooling, food processing and preservation, as well as possible 

future applications. As the strategy is proving itself in many technical applications, suitability 

in the mining sector is easily realised.  

Mine cooling is part of the comfort cooling application, as it assists in improving working 

conditions. Ice slurries sent underground provide a larger cooling capacity per volume when 

compared to chilled water, thus significant pumping savings can be achieved [70]. The heat 

loss is, in addition, considerably less when sending ice slurry underground. This occurs 

when the ice melts before substantial heat loss takes place during transportation. Recent 

installations have included the production of hard ice for transportation underground, 

resulting in a higher cooling load being supplied per volume of transported material. 

Ice can be produced on a large scale by establishing the triple point of water. This is where a 

vapour-liquid-solid (triple point) phase is achieved, as indicated in Figure 23, where there are 

many solid phases for water, creating multiple triple points. There is, however, only one triple 
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point where all three phases are achieved. The change of one solid phase to another is 

called an allotropic transformation [42].  

IDE technologies developed technology capable of achieving the triple point of water. This is 

done by creating a controlled vacuum [40], [41]. As shown in Figure 24, the ice is removed 

from the mixture and pumped into the bottom of a secondary vessel. The ice solidifies at the 

top of this vessel, where it is scraped off by rotating blades. This ice is then transported to 

the shaft by means of a conveyor. This technology is presently operational at Anglo Gold 

Ashanti’s Mponeng mine, the world’s deepest. Mponeng is located approximately 40 km 

from where the case study is being implemented. This indicates the depth that mining in the 

region has extended to in order to reach profitable gold reefs. It thus shows the probability of 

such systems being implemented on the case-study mine during future operations. 

 
Figure 23: Water-phase diagram [42] 
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Figure 24: Flow diagram of a Vacuum Ice Maker for deep-mine cooling [41] 
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2.5 Electric motors 

Electric motors are a vital component in any cooling system. They act as the driving 

components for all the mechanical working components (compressors, pumps and fans). It 

is thus crucial to optimise the motors and ensure that there are no unnecessary losses. 

Motor design efficiency can only be reduced by intrinsic losses, which include fixed losses 

and variable losses [14]. Fixed losses, being independent of the motor load, consist of 

magnetic core, friction and windage losses. Variable losses, being dependent on the motor 

load, consists of resistance losses in the stator and rotor and miscellaneous stray losses. 

Figure 25 and Figure 26 show the typical breakdown of losses occurring in a motor. 

 

Figure 25: Typical motor losses [14], [71] 
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Figure 26: Respective motor losses with an increase in load (adapted from [14]) 

Hasanuzzaman et al [71] investigated the savings based on rewinding or replacing industrial 

motors. The efficiency of a rewound motor was shown to decrease by up to only one percent 

as the load rating of the motor increases. The replacement of standard motors with high 

efficiency motors (HEMs) showed a payback period of a half to two years. The HEMs’ 

payback period could double (remaining within a two-year period) if operating conditions 

were reduced to 50% loading. Other sources showed a payback period of two to three years 

for the same strategy (where operating costs were inclusive) [14].  

Ferreirra et al [72] similarly investigated the rewinding of squirrel-cage induction motors. 

Figure 27 represents a probable curve resulting from rewinding a motor. Here the motor is 

rewound to accommodate a lower load factor. As in typical designs, installations often have 

an unnecessarily high safety factor applied. This safety factor needs to be re-evaluated, 

where excess running costs result from high electricity consumption. Using the curve, the 

increase in efficiency and power factor is easily determined for the operating load. It was 

suggested that 30 to 50% of an equivalent HEMS motor be invested in the rewinding (for the 

operational loading), resulting in the realisation of a low-cost efficiency strategy.   
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Figure 27: Motor efficiency and power factor as a function of motor load, before and after winding 

redesign [72] 

Mckane et al [73] developed a methodology for determining the energy efficiency for 

industrial motors. The application of motor energy efficiency supply curves created a step 

curve to determine the cost-effective saving potential.  As can be seen in Figure 28, the cost 

of conserved electricity is only viable for three to five strategies (all the strategies above the 

average unit-price line) on industrial pumps in developed countries. It was, however, 

determined that seven to nine strategies are cost-effective in developing countries. This is 

primarily due to lower labour and electricity costs.    

 
Figure 28: US pumping system efficiency supply curve (the cost-effectiveness of individual measures will 

vary, based on site-specific conditions) (Adapted from [73])  
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2.6 Need for Variable Speed Drive integration 

2.6.1 Overview 

The main function of a variable speed drive (VSD) is to alter the frequency of the voltage 

delivered to an electric motor. Motor torque is changed by altering the volts per hertz ratio 

(V/Hz). A new torque curve is created for any given frequency delivered by a VSD. This 

frequency range is anywhere between one and 50 Hertz. A constant maximum torque is 

achieved by keeping the ratio of applied motor voltage to supply frequency (V/Hz) constant. 

This is done by increasing the motor voltage directly with the frequency, which is commonly 

termed constant volts per Hertz control [9]. 

The use of VSD modules is implemented throughout commercial and industrial industries. 

This wide implementation of the technology is proof enough of its effectiveness. Its use 

varies from chillers used for HVAC purposes in large buildings to municipal pumping 

stations. The reliability of VSDs is demonstrated with successful implementation at national 

strategic points [10], [11]. On mines their application varies across conveyors, hoists, 

draglines and shovels, grinding mills, compressors, pumps and fans [12], [13].  

VSDs offer a wide range of benefits other than the achievable energy savings. These include 

smoother start-ups (ramping up the motor speed), similar continuous control and planned 

stops, fast diagnostics of potential problems, continuous motor monitoring and motor 

protection through safety trips [15]. Softer start-ups, in addition, prevent start-up current 

spikes, which can typically be up to 500% or more than the motor running current [16]. The 

intelligent functions of these drives constantly increase and include processes such as an 

anti-jam feature on pumps, where the motor is placed in a series of forward and reverse runs 

to clean the pump impeller.  

These drives are able to connect to networks via an Ethernet connection (or similar), or on 

some drives, even over wireless networks. This allows for remote monitoring and control. 

This results in simple monitoring and control and in less time being wasted on unnecessary 

site visits. Through the network, drives are able to calculate flows, monitor and even control 

according to specific set points [15].  
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2.6.2 Methods of speed variation and control 

The concept of controlling the speed of a motor or its drive chain is not a recent 

development. Mechanical VSDs have been around for centuries, adapting to the 

modernisation of technology. These include belt drives, idler wheel drives, chain drives and 

gearboxes. Over time a means of hydraulic VSD have been implemented, mainly on 

turbines. Here the volume of oil in a shaft coupling determines the speed and torque that is 

transferred through the coupling [74]. The more recent control through electric VSDs has 

been implemented throughout industry. 

Speed control through mechanical or hydraulic components adds to system inefficiencies. 

They also require the motor to operate at full speed all the time. These drives can also be 

noisy and difficult to maintain. Throttling the output of a full-speed motor has the same 

inefficiency effect as the other VSD mechanisms (mechanical and hydraulic) [8]. With all its 

benefits, it is estimated that less than 10% of pumps worldwide are equipped with VSDs [75]. 

The energy savings through electrical VSD control has thus a massive market to penetrate. 

2.6.3 Electrical savings and payback period of installation 

Motor savings achievable (%) through VSD control is determined by the cube of the motor 

speed. This is as the power draw is proportional to the cube of the motor speed (as 

previously indicated by the Affinity Laws). For example, a 20% reduction in motor speed will 

result in a 51.2% reduction in motor power (0.8 3 ) [74], [76].  

  
31SR VSDS ES                     (11) 

The electrical energy consumption and savings can also be estimated using the following 

formulas [77]:  

Load factor: 

 a

r

kWL
kW

                    (12) 

Electrical energy usage: 

 AEU n P L hr                     (13) 
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VSD energy savings: 

 VSD SRAES n P L hr S                     (14) 

Or [13], [59]: 

 VSD SRES n P hr S                         (15) 

Payback period [78]: 

 VSD
years

VSD

CPBP
CS

                    (16)

   VSD VSDCS ES ET                   (17) 

2.6.4 Components of a VSD  

The substantial advancements in electrical variable speed drive technology over the last 

decade have opened a window for effective control and energy efficiency. Most of these 

drives use pulse width modulation (PWM) to control the output frequency, voltage and 

current [74]. They consist of three main components, namely a rectifier, a regulator and an 

inverter. Figure 29 displays the systematic component layout of the components. Similarly, 

Figure 30 shows the circuit layout of the components. 

 
Figure 29: Components and control process of a VSD [14] 

  Rectifier [74] 
The rectifier is used to convert alternating (AC) current to direct current (DC). The two 

common medium voltage rectifier units are the diode and IGBT (insulated gate bipolar 
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transistor).  The more common component in a rectifier is the diode rectifier, also known as 

the six-pulse width uncontrolled rectifier. Diode rectifiers have non-linear loads, where a non-

sinusoidal current is received from the feeding line. 

 Regulator [74] 
A regulator acts as the control system for a VSD. It enables the exchange of data between 

the VSD and its peripherals, gathers and reports fault messages and subsequently activates 

the protective functions of the VSD (as previously mentioned).   

 Inverter [74] 
The inverter generates the AC current which is sent back into the electrical network. This is 

done by alternating the directions of a DC through the load. Most inverters have IGBT 

components. This structure results in a lack of parasitic body diode, which means that the 

IGBT requires a freewheeling diode to be placed across it. It is here that the PWM is used to 

control the output switches. This control results in pulses with a variable width, which 

constitutes a variable waveform.  

 
Figure 30: Common variable speed drive circuit [74] 

2.6.5 VSDs and power factors 

A common concern when installing VSDs into a system is harmonic distortion. This comes 

as a result of the non-linear load which consumes power in pulses [74]. This results in 

harmonic ripples being fed back into the power grid. Transmission losses result, as the grid 

must work harder to overcome this distortion. A bigger concern is apparent where other 

instrumentation is fed from the same electricity substation. As can be seen in Figure 31, the 
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higher the order of the harmonics, the more the current being fed decreases. This distortion 

is minimised by power factor correction (PFC) [78]. 

 
Figure 31: Fundamental (1st harmonic) current contribution at mains frequency (60 Hz), 3rd at 180 Hz, 5th 

at 300 Hz and 7th at 420 Hz [79] 

The power factor is a dimensionless number that ranges from 0 to 1. It is the ratio of 

real/active power to apparent power (what is used by the device to the load present in the 

circuit) [14]. The power factor is an indicator of how efficiently electric power is being utilised. 

Mathematically the power factor is represented by equation 18 [14] and Figure 32. Typical 

harmonic suppression methods used for PFC include AC line reactors, DC inductors and 

active PFC [74]. Active PFC is the more versatile and sophisticated method for suppressing 

harmonics, which can raise a power factor (PF) up to 0.98 [79].   

 cosr

s

Active power PPF
Apparent power P

                      (18) 

 2 2
s r qP P P                        (19) 
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Figure 32: Illustration of the power factor components (adapted from [14], [80]) 

As a general rule the PFC installation should be placed as close as possible to the load 

which is being compensated [80]. It is also vital to not overcorrect a PF, as this may lead to 

over-voltage and insulation breakdowns.   

It should be noted that the installation of a PFC unit is an investment, as is the installation of 

a VSD drive. The PFC unit will result in less electric energy being supplied by the utility to 

overcome the harmonic distribution. Less electricity costs will therefore be incurred over time 

[80]. A high power factor will also maximise the capacity of a power system, improve the 

voltage quality and reduce power losses [14].  

2.6.6 Implementation strategies 

Hartman [81] studied the concept of an “all-variable speed” plant. Here the chiller, its pumps 

and the cooling tower fans all had variable control capabilities. It was suggested that the life 

span and maintenance would be extended and reduced respectively for such a plant. 
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However, no data was available to support the claims. The potential electric energy 

reductions would range between 25% and 50%. 

The possibility of converting a plant into an all-variable speed plant would require an analysis 

of the life-cycle costs [81]. Here the present plant’s life cycle should be analysed and 

converted into a monetary value. This, compared to the potential savings, would determine 

the viability of such a retrofit. Another option is to install an integrated variable control plant 

when the life cycle of the existing plant ends. This would prove to be a viable option, as 

variable speed chillers are only slightly more expensive than constant speed alternatives.  

The main difference between constant and variable speed plants is the peak chiller 

efficiency. With a constant speed plant the peak efficiency is reached at the maximum load, 

whereas an all-variable speed plant has its peak efficiency when all its components are 

operating at a partial load [81]. It was shown that an all-variable speed plant had a higher 

efficiency at all conditions, except for high outdoor wet-bulb temperatures and high load 

conditions. The main benefit, other than the obvious savings, is the redundancy that an all-

variable speed plant provides. This not only protects the equipment from overloading, but 

also provides for additional cooling capacity during peak loading conditions.    

Implementation of VSDs on chiller compressors was shown to have a poor payback period 

in South Africa, largely due to the high cost of medium-voltage VSDs. A potential payback 

period of 4.2 years exists within a large reduction in chiller loading. However, due to the 

large cooling demands on mines, this reduction is not realised. A typical reduced load could 

only realise a payback period of 15.5 years [82]. In addition, a minimum limit of 30 Hz should 

be applied on reciprocating compressors, as it could lead to noise, vibration and lubrication 

problems [83]. Throughout the development of variable speed compressor control the capital 

costs have remained high, while the control process has substantially improved [84].  

Yu et al [10] optimised the condensing temperature control and varied the evaporator’s 

chilled water flow rate of an air-cooled centrifugal chiller. The condensing temperature set 

point was adjusted according to ambient temperatures and chiller load. This led to a 

reduction of 16.3 to 21.0% in annual electricity consumption of a case study, resulting in a 

varied COP increase of 0.8 to 191.7%. It was noted that a minimum chilled water flow rate 

should be set, which would prevent water from freezing in the evaporator tubes, or scale 

building up in the tubes. This would, in addition, need to comply with the minimum tube 
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velocity and maximum rate of change of water flow. Such control was implemented for a 50 

to 100% flow rate, and is adequate for a multiple chiller system.  

As illustrated in Figure 33 and Figure 34, the COPs of a chiller operating at various ambient 

temperatures were higher across the range of part load ratios for the condenser temperature 

control. It is noticed that the COPs of both control methods increased when variable flow 

was applied to the chilled water. All cases had a constant chilled water-outlet temperature 

set point of 7 ˚C.   

 
Figure 33: COPs of air-cooled chillers with head pressure control (left) and head pressure control with 

variable flow (right) [10] 

 
Figure 34: COPs of air-cooled chillers with condenser temperature control (left) and condenser 

temperature control with variable flow (right) [10] 
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Saidur et al [59] applied an energy audit on 16 buildings on a university campus. An 

estimated 51% of the entire electricity demand resulted from the combined HVAC system. 

By matching the system components with VSDs, a 68% saving could be reached on the 

chillers, with an additional 23.53 GWh of energy saved annually for the water supply pumps, 

condenser pumps and cooling tower fans. A 50% and 60% speed reduction was applied to 

the chiller and auxiliary components respectively. The highest energy savings and fastest 

payback period was found to exist within the auxiliary components’ speed reductions.  

A centrifugal pumping system is limited to the system pressure, thus a minimum motor 

rotation speed should be determined. This will also place a minimum limit on the frequency 

applied by a VSD. Should a pump operate at lower than the required rotation speed, the 

water would simply swirl within the tubes. This directly results in wasted energy and the 

overheating of the pump [85]. Preventing such operating conditions requires an open-loop 

VSD controller. As such a pump will be switched off if it no longer contributes to the flow in 

the system. Such a controller is best suited for a single-pump system (per stage or level).  

Thirugnanasambandam et al [77] applied a 60% speed reduction on LT and HT motors used 

on a cement plant. Initial analysis revealed that motors were being operated at 3 to 16% of 

its load capacity. The speed reduction was realised by installing VSDs on the motors. An 

annual savings of 1 865.93 GWh and 4 600.39 GWh was estimated for the LT and HT 

motors respectively. Due to low levels of energy savings, it was found to not be economically 

viable to install both LT and HT capacitors to improve the power factor. As can be seen in 

Figure 35 and Figure 36, the efficiency and power factor relationships follow the same trend 

when plotted against the motor load. 
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Figure 35: Relationship between motor loading and efficiency at partial loads [14], [71] 

 
Figure 36: Power factor improvements by using capacitors for partial motor loads [86] 

 

Figure 37: Relationship between motor power reduction and rated speed [86] 
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Saidur et al [86] realised a payback period of one to three years when implementing energy-

efficiency strategies on larger motors through VSDs. The study also concluded that payback 

periods decrease as the rating of a motor increases. Similarly, an increase in speed 

reduction reduces the payback period. Saidur et al [78] concluded in another study (in a 

public hospital) that the quickest payback period of smaller motors is at 60% speed 

reduction. At this speed 33% of energy use can be reduced. Within the range of smaller 

motors the larger motors were observed to have a shorter payback period.  

A national level integrated resource approach was analysed by Al-Mansour et al [87] in an 

industrial sector. His projections for an intensive strategy indicated that HEMs would have 

doubled in market share by 2010, up to 75% by 2015 and above 80% by 2020. It was 

concluded that Kyoto protocol targets were achievable within industry without loss in 

economic performance. The approach indicated that an average of 4% efficiency 

improvement was achievable by implementing HEMs. The larger portion of the Kyoto targets 

was, however, achievable with an efficiency increase of 32% through VSDs.  

2.6.7 Installation costs of VSDs 

Data obtained from mines A and B is shown in Table 5. This data reflects projects where 

electricity savings were achieved through the installation of VSDs on the auxiliary 

components of the chiller plants. As can be seen by the number of VSDs, the installation 

cost is linked more to the pumping infrastructure than the cooling capacity of the plant. The 

number of VSDs installed on the pumps is, in addition, site-specific and should be compared 

to the electricity savings achievable. The costs include all contract work related to the 

installation (site establishment, induction, PLC programming, installation, etc.). 
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Table 5: Cooling auxiliary installation costs 

Mine Cooling capacity 

of chiller plant 

(kW) 

Evaporator 

pumps  

Condenser 

pumps  

Installation costs 

 (Excl VAT) 

VSDs 

installed 

A 39 000 6 110 kW 6 160 kW R 2 847 684 6 110 kW 

3 200 kW 

3 75 kW 

2 70 kW 

1 55 kW 

1 40 kW 

B 53 200 4 90 kW 5 185 kW R 1 995 886 3 200 kW 

3 90 kW 

2 75 kW 
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Chapter 3 – Cascaded system energy and control audit   

3.1 Introduction 

A reasonable knowledge base of the respective principles and components has been 

developed through the analysis of various literature. This provides a platform for an analysis 

of now familiar systems and their auxiliaries. Throughout the chapter the chiller plant will be 

investigated and analysed. This will provide a data reference for later in the report and will 

highlight points where the system can be improved or modified.  

A range of energy-saving projects have already been implemented at the case-study mine. 

These include underground pumping and surface fridge plant automation, control and 

optimisation. With the monitoring platforms installed on these projects, electronic data can 

be analysed to identify possible future projects. 

It was decided during an initial investigation that March to May 2011 would be used for the 

energy audit. These months include a variety of operating conditions spread across about 

two seasons. A conclusive data set will thus be available. The data logged during these 

three months will be used as a reference baseline for the project. The baseline will serve as 

a tool to measure the success of the implemented electricity savings solution. Data for the 

entire period for all the required data sets is available for analysis.  
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3.2 Chiller plant variables and constraints 

Throughout the implementation of a new system, or an integration of multiple systems, one 

should understand the functionality and limits that exist. A set of chillers exists on the case 

study’s cooling plant, which is to be investigated. The network that it feeds and gets fed by 

needs to be separated as a functional system. Figure 38 illustrates the chiller plant, its piping 

and dam network that exist on the mine’s surface operations. The orange illustrations 

indicate infrastructure which was implemented after an initial investigation. 

 
Figure 38: System layout prior to installation and post investigation 

The general operating conditions are as follows: Hot water enters the surface hot dam at a 

temperature of 26 °C. From the hot dam the water is gravity-fed through precooling towers 

and pumped via sand filters into the precool dam.  The average temperature in the precool 

dam is 20 °C. A total of 19 Ml/day is pumped from underground during an average summer 

and winter weekday.   



 Chapter 3 – Cascaded system energy and control audit 

52 

 

The precooled water is pumped through four fridge plants in parallel to provide cold water at 

8 °C in chill dam 1. From chill dam 1 water is pumped through an ammonia fridge plant to 

provide chilled water at 2.5 °C in chill dams 2 and 3. The combined nominal cooling capacity 

of the surface fridge plants is 26 MW.  The combined COP of the surface fridge plants is 6 at 

nominal design conditions. From the chill dams (2 and 3) water is sent to the underground 

chilled dams.  

The chiller system shown operates under a set of parameters. These parameters allow the 

plant to function under safe operating conditions. Conditions to be laid out were set during 

the design and installation of the original plant. Conditions, or parameters, will be classified 

into variables and constraints. Variables for this scope will be split into two groups, 

controllable and uncontrollable variables. Uncontrollable variables are ones that are set by 

the design limitations of each chiller and its components. They are maintained by PID loops 

that exist in each chiller’s PLC. Controllable variables are ones that access to control will be 

provided for. 

It is vital to be aware of all existing limitations. Knowledge of such information could assist in 

avoiding or analysing potential problems. Any of these limits could cause a chiller to ‘trip’, 

resulting in production loss of chilled water and possible damage to a plant. These safety 

controls are in place to prevent a plant from attaining permanent damage. Multiple trips on a 

single chiller will result in the chiller being ‘locked’, requiring the foreman to activate its 

operation after fault checking. Table 30 and Table 31 in Appendix C list the uncontrollable 

constraints of the York and Howden plants (here the uncontrollable values refer to the actual 

operational values, not the limits). These variables are more specific to the refrigeration 

process or its auxiliaries (gearbox, compressor, etc.). 

All critical operational parameters on the chillers are monitored by instrumentation through a 

PLC to ensure the safe functioning. As these systems are already in place, no additional 

instrumentation is thus needed to monitor the operation of the respective chillers. These 

systems are checked and monitored by the plants operating staff. The parameters are listed 

in Table 30 and Table 31 in Appendix C. 

Other variables that cannot be controlled and have a wide value range include the ambient 

air temperature and the precool dam temperature. Although the temperature of the water 

entering the precool dam can be lowered through the cooling towers, its drop in temperature 

across the cooling towers is still dependent on the ambient temperature. 
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The range of values listed in Table 6 and Table 7 are controllable. In the existing system the 

flows are controlled by valves. These flows in turn affect the respective heat transfer across 

the different chiller heat exchangers (condenser and evaporator). The PID loops in each 

chiller’s PLC aim to maintain a set point value at each respective ‘out temperature’. The 

respective condenser cooling towers aim to maintain low condenser water-inlet 

temperatures. 

Table 6: York chillers’ controllable variable ranges 

York Chiller Constraints High trip High 
alarm 

Low 
alarm 

Low trip 

Condenser water in temperature (˚C) 30 26 16 14 

Condenser water out temperature (˚C) 33 32 20 20 

Condenser water flow (ℓ/s) 330 320 280 260 

Evaporator water in temperature (˚C) 25 22 12.5 11 

Evaporator water out temperature (˚C) 16 12 4 3 

Evaporator water flow (ℓ/s) 125 120 100 89 
 

Table 7: Howden chillers’ controllable variable ranges 

Howden Chiller Constraints High trip Low trip 

Condenser water in temperature (˚C) 30 12 

Condenser water out temperature (˚C) 40 - 

Condenser water flow (ℓ/s) - 200 

Evaporator water in temperature (˚C) 18 - 

Evaporator water out temperature (˚C) 1.5 - 

Evaporator water flow (ℓ/s) - 200 

 

The PID control loops for the evaporator water outlet temperatures are altered according to 

two seasons, namely summer and winter. The winter set points are functional for three to 

four months of the year, depending on ambient temperatures. As listed in Table 8, the York 

chiller’s outlet set point is 8 ˚C in summer. This is due to the design restriction of the Howden 

chiller, which cannot operate with an evaporator inlet temperature lower than 8 ˚C (the 

Howden generally only operates in summer). This, however, reduces the loading on the York 
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chillers in the summer months, as the evaporator water outlet temperature will change from 

5 ˚C to 8 ˚C.  

The York chillers will still need to maintain their delta temperature, as the precool dam 

temperature will rise in summer. The York outlet temperature in winter indicates its lowest 

design outlet temperature. The respective temperature set points will result in the PID control 

changing the vane-angle set point of the compressors.  

Table 8: Chiller evaporator PID control set points 

Chillers’ evaporator water outlet temperature Summer Winter 

York  8 ˚C 5 ˚C 

Howden  2.5 ˚C Not operational 
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3.3 Electricity load defined by baselines 

3.3.1 Overview 

Through the analysis of a system and for the purpose of determining the availability of 

improvement, one must have a reference for determining the extent of success of said 

improvement. With the concept of VSD implementation on motors analysed, the primary 

result of such an installation would be reduced electricity consumption. As such an 

electricity-consumption baseline and variable data calculation formula are to be compiled. 

3.3.2 Baselines 

The electricity power data is separated into three sections: weekdays, Saturdays and 

Sundays. This separates the work and electricity tariff structures applicable to the mine.  

Figure 39 shows the baselines as separated by the three sections. As can be seen, the plant 

operation results in a more stable electricity consumption throughout the average weekday. 

During the weekends the consumption becomes very sporadic towards Sundays, indicating 

the periodic stopping and starting of machinery (due to operating schedules not being 

monitored by the foreman).  

 
Figure 39: Average electricity demand for March to May 2011 compiled as baselines 

Figure 40 to Figure 42 show the applicable baselines when plotted against the Megaflex 

tariff structure. As can be seen in Figure 40, an attempt is made to reduce power loading 

during the evening peak period. The halting of operations here shows room for improvement. 

It should be noted that reducing plant power consumption is just as important as selecting 
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the operational schedule of the plant. The sporadic operation on Sundays has no effect on 

the electricity cost of the plant. It does, however, show negligence towards the fatigue of the 

chillers through constant starting and stopping.  

 
Figure 40: Average weekday baseline versus Megaflex tariff structure 

 
Figure 41: Average Saturday baseline versus Megaflex tariff structure 
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Figure 42: Average Sunday baseline versus Megaflex tariff structure 

Power data for a year-on-year analysis is displayed in Figure 66 in Chapter 5.3. It is not 

displayed here, as no initial analysis is required.   

3.3.3 Scaling of the baseline 

The daily electricity consumption of the plant needs to be compared to the baseline post 

implementation of the project. As external variables affect the power consumption of the 

plant, they are used to determine what the baseline would have been on a specific day. 

Similarly these variables can be used to determine what a specific day’s power profile would 

have looked like without any energy efficiency alterations to the plant. These variables fall 

into the category of how much power will be consumed to achieve the required cooling. In 

order to prevent biased scaling methods, a LINEST (Microsoft Excel) function is used to fit 

the variable data to the measured power data for the baseline period. A number of 

permutations of variables were considered. The one with the highest correlation (R2) was 

selected. The equation obtained is as follows: 

 0.002284 2301.297 6623.15 5550.693 120296.73y a b c d                (20) 

           2 0.77R  

This means that equation 20 has a 77 % correlation to the variables used to derive it. 
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Where  y = daily electricity consumption of the plant (what it would have been)   

          kWh/day 

 a = Flow rate leaving chill dam 3      litres/day 

 b = Ambient dry-bulb temperature      degrees Celsius 

 c = Precool dam temperature     degrees Celsius 

 d = Chill dam 3 temperature       degrees Celsius 

The equation is based on average daily data for the three months of the baseline (March-

May 2011). The following days were excluded from the data set: 

- All weekends 
- All public holidays 
- Condonable data-loss days (7,8 and 21 April)  

Any data presented or plotted, which is defined as having been calculated, is derived using 

equation 20, unless stated otherwise. 

Data displayed in Figure 76, along with the calibration certificates shown in Figure 77 to 

Figure 79 in Appendix B, indicates the accuracy of the power (kW) data obtained from the 

system. All other data was obtained from data logged on the SCADA system. 

Figure 43 shows the calculated baseline plotted against the actual baseline. 

 
Figure 43: Baseline versus calculated baseline plot 
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seen in Figure 43, the baseline covered both high and low electricity consumption periods. 

Equation 20 thus has a good accuracy range for any data to be assessed. It should be noted 

that this means of assessment will accurately indicate the respective power consumption for 

an increase in production (in the mine- and chilled water production).  

Figure 44 shows the weekday baseline multiplied by a scaling factor to produce the average 

daily scaled baseline. The scaling factor is determined by dividing equation 20’s output by 

the respective day’s electricity consumption (kWh). 

The scaling factor for Figure 44 is calculated as follows: 

o Average hourly kWh for baseline period:   3 762.90 kWh 

o Average hourly kWh of equation 20 for same period:  3 995.70 kWh 

3 995.70 1.062
3 762.90

Calculated output
Actual data

   

The scaling factor is thus 1.062. 

 
Figure 44: Weekday baseline plotted against the scaled baseline for the same period 
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3.4 System control strategy  

The operating schedule of the chiller plant is a vital strategic optimisation point. Operation 

during the baseline period is to be analysed, indicating the possibility for improvement.  A 

previous plant automation control system existed. It became redundant due to a lack of 

maintenance of mechanical components (Figure 45) and network links. This system started 

and stopped the chillers to maintain a set point level of the chill dams. The water flow 

through the plants was controlled with pneumatic valves.  

Since the automated control was removed from the system, the plant has had no specific 

scheduling. The main reason for this is due to the lack of a constant service requirement 

(constant chilled water use underground). Chilled water is gravity-fed to the underground 

dams, where it is then used on the various mining levels. There is no system monitoring the 

underground flow, thus there is no means of determining the possibility of reduced 

consumption or wasted water (pipe leaks, etc.).  

 
Figure 45: Non-functioning pneumatic control valve 

A core focus of the plant scheduling is to fill the chilled water dams (chill dams 1, 2 and 3 in 

Figure 38). The York chillers maintain chill dam 1’s level and draw water from the precool 

dam. The Howden chiller maintains chill dams 2 and 3, while drawing water from chill dam 1. 

Operators in the plant will manually switch individual plants on and off, ensuring that the 

dams never fall below critical levels (approximately 40% [2]). This operation focuses on flow 

through the plants. Since the automation stopped working, the flow through the plants has 

been controlled by manual valves (Figure 46). 

                                                
2 Danie Olwagen – Fridge plant foreman – Goldfields South Deep South shaft – September 2012 
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Figure 46: Manual water-flow control valve 

While monitoring flow rates, the operators ensure that service delivery temperature 

requirements are met. Figure 47 indicates that the set points for the York and Howden 

chillers are 8 ˚C and 3 ˚C respectively. Figure 48, however, shows the different set point 

capabilities of the plant. As discussed, the Howden chiller cannot take in water colder than 

8 ˚C. This can be seen in Figure 48, where chill dam 1’s temperature remains constant and 

chill dam 3’s temperature drops to about 1.5 ˚C in May 2011.  

As discussed, the Howden chiller is switched off in winter months. The York chillers then 

produce chilled water at 5 ˚C. In the summer months the York and Howden chillers are set to 
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produce chilled water at 8 ˚C and 2.5 ˚C respectively. The data, however, indicates that 

these set points are not frequently achieved. 

 
Figure 47: Average hourly storage dam temperatures during the baseline period 

 
Figure 48: Average daily storage dam temperatures during the baseline period 

From Figure 47 it can be seen that the temperature of the water entering the plant increases 

during the midday hours. This is due to the rise in ambient temperature during the day, as 

indicated in Figure 49. A result is less heat transfer to the ambient air in the precooling 

towers. This combination leads to the peak power consumption seen between 11:00 and 

16:00. It should be noted that a correlation exists between ambient temperature and plant 

electricity consumption.  
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The spike in power consumption between 22:00 and 02:00 in Figure 49 is to ‘catch up’ on 

the cooling load that was reduced in the evening peak period from 18:00 to 22:00 (load-

shifting). As previously discussed, the reduced load from 18:00 to 21:00 is due to the 

Megaflex tariff structure. Here the cost of electricity is more during national peak 

consumption hours.    

 

 
Figure 49: Baseline power profile plotted against average hourly ambient temperature over the same 

period 

From Figure 80 to Figure 84 in Appendix D, it can be seen that a data cluster occurs above a 

COP of 7 at lower temperatures, indicating that the plant is operated more during the cooler 

temperatures of the day. This shows good logic, as less electricity load will be required to 

cool the water. This is also indicated by the COP values climbing above the 7 marker for all 

the chillers at lower temperatures. The reduced load is indicated by the ambient temperature 

drop from 03:00 to 10:00 in Figure 49. 
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3.5 Systems efficiency (COPs and SCOPs) 

With the primary outcome of the case study being the difference in power (kW) and 

electricity consumption (kWh), one must consider whether any other means of evaluation 

exist. Here a reference data set will be compiled for each plant by means of its COP. The 

system will, in addition, be analysed as a group by means of various SCOPs. This data will 

illustrate individual and group efficiencies for the plant. From this data a good idea will be 

formed as to how effective the performance of the plant is. It is an ideal analysis that does 

not take into account how the plant is operated (scheduling). The data set will later be 

compared to similar data compiled during an assessment period. A good result will be 

indicated by an increased efficiency of all the components. The value of the COP and SCOP 

will therefore need to have risen. 

Table 9 is derived by using equations 9 and 10. The cp of water is 4.18 kJ/kg-K at 

25 ˚C [42].It is assumed that this value remains constant throughout all calculations. 

 
Table 9: Chiller plant’s average COPs and SCOPs 

Efficiencies York 1  York 2  York 3  York 4  Howden  Cooling 

plant  

Entire 

cooling 

load 

COP 6.94 6.24 6.42 6.67 4.75 5.66 - 

SCOP 5.64 5.03 5.22 5.41 3.76 4.54 6.06 

COP 

Difference 

1.30 1.21 1.21 1.26 0.99 1.12 - 

 

As can be seen in Table 9, the York chillers have COPs above 6, indicating a high efficiency 

level. The Howden chiller, however has a COP of less than 5, showing poor efficiency for the 

stand-alone unit. The ‘cooling plant’ COP, lying below 6, indicates a good overall cooling 

load. The SCOP here includes the entire electricity load at the chiller plant, including the 

cooling towers, precool tower, pumps, etc. 

Figure 50 to Figure 52 shows the average COPs and SCOPs of the various chillers during 

the baseline period. The data includes times when the machines were off, with an effective 

COP/SCOP of 0. This indicates the selection of chillers when operating the plant, as the data 
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includes the same total time period for each plant.  As can be seen, York 2 is used the least 

of the remaining Yorks, York 3 is used the least during the day and York 4 is used the most 

overall. 

 
Figure 50: Average chiller COPs during the baseline period 

 
Figure 51: Average chiller SCOPs during the baseline period 

When comparing Figure 50 and Figure 51 to Figure 52, it is noticed that, on average, York 2 

is only used during lower ambient temperatures. From Table 9 it is noticed that York 2 has 

the lowest COP. However, with an average COP of above six, one is led to believe that there 

are other faults with this chiller, due to its limited use. The grouping of SCOPs at 15 ˚C in 

Figure 52 indicates the reduced cooling capacity required at lower temperatures. 
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Figure 52: Average Daily SCOPs plotted against ambient temperature during the baseline period 
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3.6 Inclusion of BAC on the load 

Just before the case study was implemented, a new load was placed on the chiller plant. As 

previously indicated the load came from a newly-installed BAC. The BAC has, since its 

implementation, drawn water from chill dams 2 and 3 to send cooled air down the mine-

shaft. The system is set to return the water from the BAC to chill dam 1 in the summer 

months and to the precool dam in the winter months. 

The electricity consumption of the BAC return pumps and the BAC fans will not be included 

in the savings analysis. There is no reference comparison as to their loading. The water 

usage of the system can, however, be included in the calculated savings comparison. This is 

due to water leaving the fridge plant and ambient temperature being included in equation 

20’s variable inputs.  

From equation 20 the flow portion of the scaling can be estimated as 0.002284y a  (kWh). 

This is illustrated in Figure 53. Data obtained indicated that the BAC consumed an additional 

53% of the cooling plant’s chilled water. The unknown portion of the power data is the 

circulation of water from the BAC to either the precool dam or chill dam 1. This is indicated 

by the grey area on the chart. 

 
Figure 53: Illustration of power consumption of the chilled water consumers 

Similarly to the baseline scaling, inclusion of this load will be estimated in terms of electricity 

usage. A calculated value will be provided to assist in year-on-year saving comparisons. 

This shall simplify a major outcome of this study.  Figure 54 shows the new installations. 
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Figure 54: New BAC installed on case-study mine 
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3.7 Conclusion 

System data collected from previous projects was analysed and a reasonable knowledge of 

the cooling system’s technical information was developed. A reference electricity 

consumption was modelled in terms of independent energy drivers. This reference is in the 

form of a LINEST-derived equation (equation 20) and a power (kW) baseline. The outcome 

of the report can thus be validated.  

System constraints and standard operating conditions were defined and analysed. This will 

provide a foundation for any control adjustments to be implemented. The need for separate 

seasonal service delivery conditions was noted. All necessary components of the cooling 

plant were reported. The potential of a new system can thus be analytically developed and 

implemented.  

The addition of new infrastructure was discussed. This change in scope (with regards to 

chilled-water service delivery) will be separately analysed for the outcome of the study. 
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Chapter 4 – Implementation of intervention 

4.1 Introduction 

Throughout any design and/or implementation it is vital to note all stages of the completed 

work. This simplifies future work on the same, or a similar system. Notes should, in addition, 

be made as to problems encountered and solutions to overcome said problems. As 

previously stated, this case study should not negatively impact the service delivery of the 

mine. An improved service delivery should serve as a potential outcome of the case study. 

However, it should not result from a loss to the primary outcome of the case study.  

This chapter focuses on the intended and resulting control implemented on the cooling plant. 

Potential energy savings of the system is also analysed. These savings are deduced by both 

a complete simulation model and calculations using the Affinity Laws. The calculations 

provide a validation of the simulation model. This will provide an estimate of the monetary 

return for the proposed implementation. 
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4.2 Proposed control  

Mine cooling and ventilation is one of the most critical operations in deep-level mining. The 

complex operation of mine cooling and ventilation is dependent on a number of auxiliary 

equipment. These auxiliaries include medium voltage fans and pumps, as well as heat 

exchangers, evaporators, condensers and bulk air coolers. The proposed control will focus 

on optimising a selection of these auxiliaries. 

The case study in question requires a means of implementing an energy-efficiency initiative. 

As present water-flow control is based on valve throttling, the pumps are using more power 

than required to produce the required flow rate. As discussed, automated valves previously 

installed on the chillers no longer operate due to a lack of maintenance. Manually-operated 

valves are thus being used to throttle the water. These valves are set to give the design flow 

rates of the chiller. As the water temperatures vary, the chiller compressor is not kept at 

optimal loading conditions.  

As discussed in the literature, VSDs are widely used in industry to control the water flow. 

The VSDs are used to regulate the frequency of the voltage delivered to the motors. By 

regulating the frequency of the voltage, the speed at which the motor operates can be 

controlled, thus controlling the speed of the pumps. In addition, an energy-efficiency situation 

is created, where an electrical saving is measurable. Figure 55 illustrates where VSDs will 

be installed on the present chiller plant. 
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Figure 55: System layout with proposed control 

As the present control is manually operated, inefficiency is created by both the wasted 

electric energy (physically restricting pump flow) and the lack of automated chiller flows (not 

extracting the optimum delta temperature). This creates the need for a more modern control 

method. This control can be implemented by installing VSDs for all the relevant pumps. 

These drives will be able to control the pressure, flow and automation requirements of the 

system [15]. This control is vital, as the variables of the system result in changes to the 

operational efficiency of the chillers.  

In order to optimise these operations, the auxiliary equipment needs to be controlled by 

state-of-the-art intelligent controllers and technologies. The EMS previously discussed will 

automatically control and optimise all the necessary auxiliary equipment in order to reduce 

the electricity consumption. Figure 56 shows the control communication diagram 

implemented by EMS. 
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Figure 56: EMS control logic diagram 

The control to be implemented in the system is a simple one. The VSDs will operate the flow 

rate of each pump according to set points laid out by the design of the chillers. This includes 

a maximum and minimum flow rate. The EMS will then vary this flow between specific 

frequency set points. These set points are to be determined during the commissioning phase 

of the implementation. Each chiller will be assessed to determine individual limits. This is 

due to the plants being in various stages of maintenance, resulting in varying amounts of 

scale build-up in the heat exchangers, and thus different flow capabilities. 

The evaporator and condenser will have different control strategies. The condenser pump 

flow rate is to maintain a fixed temperature difference across the condenser. Evaporator 

pump flow rate is to maintain dam levels. These dams serve as a storage medium to 

supplement peak demand periods. The number of chillers in operation is therefore not 

always dependent on the demand. This further allows for the electricity load to be shifted 

away from peak electricity demand periods. Figure 57 and Figure 58 show the evaporator 

and condenser control communication diagrams. 
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Figure 57: Condenser water-flow control logic diagram 

 
Figure 58: Evaporator water-flow control logic diagram 
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Due to heat loss experienced by the water in cooling towers, both condenser and evaporator 

flow temperatures are dependent on ambient temperatures. The need for variable flow is 

therefore critical in optimising each chiller. A common circulation loop is also present in the 

evaporator pipeline. This pipeline has a restricted flow, controlled by a pneumatic valve. The 

valve is controlled by a PLC block which ensures a constant outlet temperature into the 

storage dam. More circulation is therefore allowed if the outlet temperature of each stage of 

the cooling plant is too high. The control strategy includes limiting the valve to a minimum 

open position, as less pumping will be required during the cooling process. This valve does, 

however, have a minimum flow rate, as it does not have a complete seal. 

The most important part of the automated control is how the operator will be affected. The 

simplicity of the system allows for the operator’s work structure to remain. The plant and 

pumps will be started and stopped exactly as it would have been done previously. This 

prevents any possible altering of system parameters by an operator, or additional work. As 

has been previously witnessed, changing the scope of work for mine staff is not welcomed. 

This control will thus not negatively affect anyone at the mine.  

It is important to set the control set point to which the evaporator water flow rate is controlled 

to below the maximum dam level. This would be below the dam level where operators would 

switch off chillers to prevent overflowing. The VSDs would thus reduce the flow and maintain 

the dam level. As the dams are generally filled to 90%, a good set point would be 85%. 
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4.3 Proposed savings 

4.3.1  Overview 

The case study requires a large capital investment to realise the electricity savings. A marker 

thus needs to be set to determine the potential investment and return. Achievable savings 

are to be determined by two methods. The first utilises a full simulation model and the 

respective system parameters, and the second utilises the Affinity Laws. The simulation 

model is to be designed in Process Toolbox. 

4.3.2 Process Toolbox simulation 

The cooling plant was modelled in Process Toolbox. Two models were developed. One 

model adapted to the cooling plant as described in the baseline, the other, as expected, post 

VSD installation. Figure 105 and Figure 106  in Appendix F show partial screen shots of the 

models (these initial models do not include the BAC, as its design and service delivery was 

not known).  

The first model was verified utilising a random day in the baseline period (2011/04/12). An 

additional day (2011/04/11) was used to balance out the mass and energy profile, as the 

model can take up to a 24-hour period to converge. The variables, as measured on these 

days and utilised for the model verification, are shown in Table 32 in Appendix F. These 

variables include the running status of the respective plants, the ambient drybulb 

temperature and the flow to underground (service delivery).  

By placing these variables into the simulation, with plant specific restrictions already 

implemented, the simulation could be validated. Plant specific restrictions applicable to the 

model include detail such as chiller compressor power, precooling and condenser cooling 

tower fan power, evaporator and condenser pump power and plant water flow limits. These 

restrictions have been listed through Table 6 and Table 7 in Chapter 3.2 and in Table 30 and 

Table 31 in Appendix C. The power output profile of the simulation (results) is compared to 

the actual power profile of the two days in Figure 59.  
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Figure 59: Simulation model verification based on data from 2011/04/11 and 2011/04/12 

The average percentage error as shown by the output power profile of the simulation was 

2.51%, as compared to the actual power profile of the second day. It was thus shown that 

the model is very accurate. The phase difference seen in Figure 59 was due to the average 

actual power only being logged every half hour, whereas the simulation provided 

instantaneous power results. 

As the accuracy of the model was verified, the model is suitable to determine the potential 

savings of the system. The models were simulated according to the four seasons (summer 

to spring) to determine the yearly potential savings. It thus indicates the potential for an 

implementation budget. The tariffs utilised in the simulation are indicated in Table 2 and 

Table 3. These simulated power profiles are shown in Figure 60. Average electricity results 

and savings and weekday monetary cost savings are displayed in Table 10 and Table 11 

respectively. 
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Figure 60: Seasonal simulation power profiles 

Table 10: Average weekday simulated cooling plant power and respective operating costs 

Season Simulation 
power output 

(kW) 

2011/2012 tariff 
structure costs (R) 

2012/2013 tariff 
structure costs (R) 

Baseline VSD Baseline VSD Baseline VSD 

Summer 5 064 4 414 43 453 38 248 50 017 44 025 

Autumn 4 814 4 214 41 328 36 470 47 571 41 979 

Winter 3 445 2 879 59 458 50 684 68 445 58 345 

Spring 4 737 4 098 40 806 35 625 46 970 41 007 
 

Table 11: Average weekday simulation savings (baseline minus VSD) 

Season Simulation 
power difference 

(savings) (kW) 

2011/2012 tariff 
structure costs (R)  

2012/2013 tariff 
structure costs (R) 

Summer 649 5 205 5 991 

Autumn 600 4 857 5 591 

Winter 565 8 773 10 100 

Spring 638 5 180 5 962 

Average 613 6 004 6 911 

 

As indicated in Table 11, the average daily electrical savings are 613 kW throughout the 

year. This translates to a 13.6% savings. Analysing the weekday cost savings across the two 

tariff structures shows the increase in return to be expected per year. This shows the 

importance of implementing the energy-efficiency improvement strategy as soon as possible. 
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Any increase in service delivery will, in addition, immediately show a reduced cost profile 

(relative to the increased service delivery).  

The expected yearly savings based on present service delivery is indicated in Table 12. 

Here the year was broken into the four seasons, each containing 13 weeks (totalling 52 

weeks). As can be seen, the change in yearly tariffs will already result in an inflated saving of   

R 300 000 from the investigation period to the post implementation period.  

Table 12: Expected yearly savings based on simulations 

  2011/2012 tariff structure cost savings 

2012/2013 tariff structure cost 

savings 

Weekday R 1 561 169.44 R 1 797 032.92 

Saturday R 219 893.02 R 253 104.18 

Sunday R 195 509.61 R 225 023.51 

Total R 1 976 572.07 R 2 275 160.61 
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4.3.3 Verification calculations 

Use of the Affinity Laws provides an accurate simplified analysis to determine the potential 

electricity savings of the system. It thus gives an indication of the possible best-case savings 

achievable by utilising the correct constraints. These savings are to be realised on the 

respective evaporator and condenser pumps. 

Table 13: Estimated savings utilising the Affinity Laws 

Parameters and Results York 
evaporators 

York 
condensers 

Howden 
evaporator 

Howden 
condenser 

Q1 (ℓ/s) 180 350 330 330 

Q2 (ℓ/s) 125 280 250 250 

P1 (kW) 55 132 200 200 

Number of pumps 4 4 1 1 

P2 (kW) 18.42 67.58 86.96 86.96 
Individual pump savings (kW) 36.58 64.42 113.04 113.04 
Total pump savings (kW) 146.32 257.66 113.04 113.04 
Combined achievable savings (kW) 630.07 

 

As indicated in Table 13, the average daily savings could amount to 630kW per day. This is 

dependent on the daily scheduling of the plant. It is, however, a good benchmark for 

verifying the results of the simulation. An example of how the values in Table 13 were 

obtained is shown in Appendix G. 
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4.4 Implementation 

Implementation of such a large case study requires many aspects related to project 

management. The most important components of these are time- and budget management. 

Of these, the choice of installed components and contractor selection is crucial. One should 

analyse quotes, delivery and installation dates, as many aspects are related to monetary 

exchange rates. 

As the initiative is a DSM project, the allocation of funding is fixed, thus a set installation cost 

needs to be set. Three contractors were requested to quote for the installation, resulting in 

the complete operation and control of the case study. The quote had to cover the entire 

infrastructure required to gain the effective savings and monitor the system. All 

instrumentation quoted on was prescribed by the client. No product supplier selection matrix 

was required.  

An important factor to consider is the delivery time of VSDs, which can take between 12 and 

16 weeks to be shipped to site. This time frame is also largely dependent on whether or not 

the VSDs need to be placed in enclosures. The quotes received were as follows: 

Table 14: Contractor comparison 

Quoting 
company 

Cost of full 
installation (R) 
(Excl VAT) 

Implementation 
period  
(weeks) 

Installation 
period 
(weeks) 

Previous 
experience with 
ESCOs 

Company A 1 633 910.00 30 10 Yes 
Company B 3 290 791.21 20 10 No 
Company C 1 305 510.00 

(Excluding VSD 
supply) 

32 12 No 

 

The implementation period indicated includes sourcing of respective components, shipping, 

installation, etc. With the installation time of company A and B being the same, the choice of 

contractor was chosen to be company A, due to the large cost difference.  In addition, 

Company A’s costs will show a payback period of less than a year based on Table 12. 

Company C was not considered, as they were not willing to carry the risk of the VSD order. 

This would also have raised their costs far beyond Company A’s.  

The implementation period took longer than company A specified. As the implementation 

was started early (to cover expected possibility of delays), the case study was still 
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implemented and completed by the end of the ‘winter’ months of the year. As such, one 

would still expect to see better kWh savings resulting from the case study operating in the 

summer months. The most notable factor resulting from the VSD installations was the 

reduced noise in the cooling plant. 

Figure 61 and Figure 98 to Figure 100 in Appendix E show the custom control and 

optimisation platform built in EMS. The four pages developed in the program display an 

overview of the chiller plant, a data logging and trending page and the evaporator and 

condenser control pages respectively. The program allows one to automate the plant’s 

auxiliaries, or to manually override various set points during operations. The staff at the 

chiller plant thus only need to adjust set points if required for a specific operating period.  

 
Figure 61: EMS print screen – main overview of chiller plant and auxiliaries 

As mentioned in Chapter 3.2, the plants critical operation parameters are monitored by the 

plant operators. All necessary data is available on the SCADA system. As such it is not 

necessary for these conditions to be monitored in the EMS platform, specifically as 

controllable operational parameters are not exceeded by the implementation.   
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4.5 Resulting control 

As expected, each chiller had different set points relating to its flow versus frequency limits. 

As discussed in the previous chapter, different temperature set points were required from 

each stage of the plants. These were separated as winter and summer set points. The main 

purpose of this was the evaporator water design inlet temperature of the Howden chiller. The 

implementation did not alter the standard control as implemented by the fridge-plant 

foremen. Table 15 and Table 16 show the set points that were determined when testing for 

minimum and maximum flow rates and the respective frequencies.  

Table 15: Evaporator VSD frequency control set points 

 York 1 York 2 York 3 York 4 Howden 
Control Closed 

loop PID 
Closed 

loop PID 
Closed 

loop PID 
Closed 

loop PID 
Closed 

loop PID 
Feedback input signal Chill dam  

1 level 
Chill dam  

1 level 
Chill dam  

1 level 
Chill dam  

1 level 
Chill dam  

3 level 
Set point 90% 90% 90% 90% 90% 
Minimum VSD frequency 20Hz 20Hz 20Hz 20Hz 30Hz 
Maximum VSD frequency  40Hz  45Hz  45Hz  40Hz  50Hz 

 

Table 16: Condenser VSD frequency control set points 

 York 1 York 2 York 3 York 4 Howden 
Control Closed 

loop PID 
Closed 

loop PID 
Closed 

loop PID 
Closed 

loop PID 
Closed 

loop PID 
Feedback input 
signal 

Condenser 
cooling 
tower 

sump level 

Condenser 
cooling 
tower 

sump level 

Condenser 
cooling 
tower 

sump level 

Condenser 
cooling 
tower 

sump level 

Condenser 
cooling 
tower 

sump level 
Set point 90% 90% 90% 90% 90% 
Minimum VSD 
frequency 

20Hz 20Hz 20Hz 20Hz 20Hz 

Maximum VSD 
frequency 

 45Hz  46Hz  47Hz  45Hz  49Hz 

 

Table 17 shows the optimum frequency set points where the maximum delta temperature 

across the evaporator was achieved. As shown, York 3 was able to operate at a much 

higher flow rate than its three counterparts. These evaporator set points should be a 

permanent control condition should a constant condenser delta temperature be maintained, 

along with a constant precool dam temperature. The only condition that could cause the 

need for a change in flow rate would be if the Howden evaporator inlet temperature is too 
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high or too low. It was found that an increment of one Hertz on a York evaporator pump had 

an average flow-rate change of 4 ℓ/s.   

Table 17: Optimum respective VSD set points as per implementation 

Chiller Evaporator pump optimum-
frequency set point (Hz) 

Condenser pump optimum-
frequency set point (Hz) 

York 1 40 45 

York 2 32 46 

York 3 45 40 

York 4 32 45 

Howden 36 49 

 

As previously indicated the chillers are in various stages of maintenance. A result is different 

levels of scale build up in the heat exchanger tubes (evaporator and condenser). The varied 

frequency set points indicated in Table 17 are likely due to pumping pressure resulting from 

these blocked tubes. A solution to this problem could be increased maintenance and 

cleaning of the tubes. 

Pump operating hours were reduced through a combination of increased evaporator water 

flow rates and reduced recirculation flow. It is expected that this will result in additional 

electricity savings.  
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4.6 Conclusion 

A proposed control philosophy was presented. This philosophy is based on information 

detailed in the literature. The philosophy is intended to provide optimal savings with minimal 

losses to the system.  

Electricity savings were verified through utilisation of both a Process Toolbox simulation 

baseline model and the Affinity Laws. The model was based on the proposed control 

philosophy, system layout and operating conditions for an entire year. The model was 

verified based on a random data set of actual operating conditions. Potential daily electricity 

savings of the baseline cooling plant can be conservatively given as 600 kW, based on both 

analyses. This would translate to an annual reduced load of 5.26 GWh. 

The electricity savings is expected to result in a yearly payback of R2 275 000, based on 

Eskom’s 2012/13 Megaflex tariff structure. Based on installation costs of Company A, the 

payback period for the case study is expected to be 8.6 months (0.72 years). 

The intervention was implemented successfully. All the operational requirements were met. 

The plant operators, where necessary, were shown how to operate the EMS platform. A 

remote login to the server was created in the operator’s office for this purpose. The ability to 

control the respective flows by the plant operators would result in less future assistance 

being required for minor temporary operational changes.  

The control range of the plant differed with the presented control philosophy during 

implementation. As expected, each plant had different set points. It was found that the York 

chillers’ evaporator flow rates could be largely increased with minor changes to the delta 

temperature. Reducing the recirculation flow rate, however, caused a slight increase in 

evaporator water delta temperature across all the Yorks. 

As the intervention has been implemented and outcomes predicted, the system needs to be 

analytically reviewed to determine the success of the case study. 
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Chapter 5 – Cooling system performance post implementation 
 

5.1 Introduction 

With the implementation of the energy-efficiency intervention, a detailed analysis is required 

to determine the outcome. In this chapter the change in efficiency of the plant will be 

investigated. Electricity and monetary savings are to be determined. These results will be 

combined to indicate the payback period of the case study. 

The impact of the addition of the BAC to the system will be interpreted through both 

equation 20 and a year-on-year data-trending comparison. The total monetary savings will 

not be compared to the original baseline power profile, due to this change in service delivery. 

Instead the cost savings will be analysed according to the power profile of the assessment 

period. 

Once all relevant data post implementation has been analysed, a detailed discussion of the 

results will be presented. The discussion will include an analysis of new data and a 

comparison with the data presented in chapters 3 and 4.  The extent of success achieved 

through the intervention will be realised and presented.  

VSD and control savings will not be presented separately. Electricity and monetary savings 

will be presented as the total savings. This is due to the energy-efficiency improvement 

being a combination of the total implementation.   
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5.2 Subsequent systems COP 

Through the installation and control of the VSDs it was expected that the respective 

coefficients of performance would increase. A small increase in COP is an indication of a 

large increase in efficiency. Table 18 below shows the average COPs and SCOPs during the 

assessment period.  

Table 18: Respective COPs and SCOPs after implementation of the case study 

Efficiencies York 1  York 2  York 3  York 4  Howden  Cooling 
plant  

COP 7.92 - 8.29 6.72 7.60 8.53 

SCOP 7.01 - 7.96 5.52 5.48 6.84 

COP to SCOP 
difference 

0.91 - 0.33 1.19 1.71 1.69 

 

The change in COP/SCOP of York 2 could not be evaluated, as it was offline for 

maintenance over the entire assessment period. 

A partial increase in the COP/SCOP is the result of a higher average evaporator 

temperature. This can be seen in Table 19 and Table 20. The average water temperatures 

of each evaporator are shown in Table 19. These results increased due to the reduced 

recirculation flow across the chillers. The overall average evaporator temperatures are also 

shown to have increased in Table 20, due to an increase in average precool dam 

temperature and an increase in service-delivery temperature (decreased average chill dam 3 

temperature). 

Table 19: Average evaporator temperatures 

 York 1 (˚C) York 2 (˚C) York 3 (˚C) York 4 (˚C) Howden (˚C)  

Baseline period 12.81 - 13.23 11.34 5.51 
Assessment period 13.96 - 13.69 14.34 6.17 

Table 20: Average dam temperatures 

 Precool dam temperature (˚C) Chill dam 3 temperature (˚C) 

Baseline period 19.60 3.59 

Assessment period 20.97 2.65 
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Figure 62 shows the SCOPs of each chiller plotted against ambient temperature during the 

assessment period. As seen in Table 18, York 1 and 3’s SCOPs were much higher than the 

rest of the chillers. This was mostly due to the high water-flow rate through the evaporator 

(approximately 160 ℓ/s), and due to it being utilised more than the other chillers. Irrespective 

of the flow, the temperature difference across York 3 was also on average 1 ˚C higher than 

the other Yorks. This indicated that it had a greater efficiency.   

 
Figure 62: Chiller SCOPs plotted against ambient temperature during assessment period 

The data here again includes times where the machines were off with an effective SCOP 

of 0. This indicates the selection of chillers when operating the plant, as the data includes 

the same total time period for each plant.   
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5.3 Electricity savings achieved 

The savings achieved, as discussed, is to be determined by utilising equation 20 and the 

respective variables from the assessment period. Figure 63 shows the output of equation 20, 

utilising these variables. The variable data is available in Table 27 in Appendix A.  

The area between the solid- and dotted lines in Figure 63 represents the electricity savings 

achieved over the assessment period (calculated assessment minus assessment actual). 

This area is represented in Table 25 in Appendix A. In summation, the electricity savings 

achieved amounted to 4.2 GWh over the three-month period, or an average power saving of 

2.3 MW daily. This translates to a total saving of 47.12%, as calculated below. The values in 

the equation are obtained from Figure 64. 

4.91 2.59 47.12%
4.91

Average calculated assessment Average assessment actualTotal savings
Average calculated assessment





 

 

 
Figure 63: Actual and calculated assessment period’s power consumption 

Figure 64 shows the scaling used to determine the cost savings for the case study. The 

scaling here again utilises a scaling factor from the average daily power data to determine 

cost savings. Time-of-use savings for that period is determined by applying the scaling factor 

to the assessment power profile (the hourly cost savings based on that period’s time-of-use 

is thus determined). The multiple cost savings are shown in Table 26 in Appendix A. The 

savings relative to Figure 64 is R 23 290 per average day. This translates to a saving of 

R 2 142 770 over the assessment period of 92 days.  
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Figure 64: Actual and scaled assessment period average hourly power consumption 

From Figure 65 it can be seen that the assessment period had an average day power profile 

operating almost entirely under the baseline power profile. This, compared with the 

increased production and ambient temperature differences between the two periods, is proof 

enough of the effectiveness of the case study.  

 
Figure 65: Average weekday baseline and assessment period cooling plant power and scaled plots 

When comparing the scaled assessment to the scaled baseline in Figure 65, the main 

difference noticed is the evening peak load shift from the baseline period. The daily cost 

saving, as analysed by the scaled baseline, is R 21 522. If the assessment was completed in 

the winter months, this saving would have been much smaller due to the evening peak 

costs. This shows the need to revert to evening peak load shifting. As discussed, this 
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analysis will not be continued, due to the service-delivery changes resulting from the 

inclusion of the BAC in the assessment period. 

An alternative means of assessment would be to compare the power data from the same 

period in 2011. This data is represented in Figure 66. As can be seen, the average power in 

2012 is consumed more constantly, where it is noticed that the chiller plant was switched on 

and off as was needed during 2011. The difference between the two years’ power data is 

shown in Table 28 in Appendix A. In summary, an average daily difference or savings of 

0.24 MW is seen (as per Figure 66 and Table 28). The difference in savings as per the 

calculated (equation 20) and year-on-year analysis is due to the following reasons: 

 53% additional cooling load flow (flow to underground with addition of BAC flow as 
discussed in chapter 3.6) 

 Increased service delivery temperatures (precool and chill dam 3 temperatures) 

With these additional loads on the cooling plant, a year-on-year saving was still realised. It 

thus shows the effectiveness of having installed the VSDs and implementation of the 

respective control strategies. 

 
Figure 66: 2011 and 2012 October to November average weekday cooling plant power comparison  
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Figure 67: Average weekday assessment and baseline period hourly storage-dam temperatures 

As can be seen in Figure 67 and Figure 68, the implementation not only maintained service 

delivery temperatures, but it improved the overall output of the plant. The increased 

difference between the two dam temperatures over the assessment period in Figure 67 is an 

indication of increased loading experienced by the plant.  

 
Figure 68: Average daily assessment period storage-dam temperatures 
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5.4 Analysis of BAC on load and efficiency 

As previously discussed, a BAC (post energy audit) was installed, drawing an additional load 

from the chiller plant. As data collected for the baselines did not include this load, an 

additional analysis needs to be done. This additional data serves to provide a more accurate 

year-on-year analysis. As discussed, the targeted electricity savings were already in excess 

of the target. Any savings determined here is therefore merely a supplementary 

interpretation. Figure 69, below, displays useable data analysed to accurately obtain a kW 

output equation. The raw data is displayed in Table 29 in Appendix A. The equations 

obtained represent each month of the performance assessment period. The data used was 

to achieve an R2 value above 0.85 where possible.    

 
Figure 69: Trended power versus flow data for October to December 2012 

Oct 12:  8.9021 516.68y x                   (21) 

Nov 12: 8.5426 762.41y x                   (22) 

Dec 12: 7.4031 1139.4y x                   (23) 

The results in Table 21 were obtained by utilising equations 21 to 23 from Figure 69, with the 

average daily data from Figure 70 to Figure 72. It should be noted that the equations seem 

to be accurate, as each has a correlation (R2) value of above 0.8. These high correlation 

values are the basis for utilising a proportional load assumption when applying these 

equations to obtain the values in Table 21. 

y = 7.4031x + 1139.4 
R² = 0.8595 

y = 8.5426x + 762.41 
R² = 0.8674 

y = 8.9021x + 516.68 
R² = 0.8326 
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Figure 70: Average daily power and flow averages for October 2012 

 
Figure 71: Average daily power and flow averages for November 2012 

 
Figure 72: Average daily power and flow averages for December 2012 
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Table 21: Trended power data based on chilled water flow to the BAC for the year-on-year analysis 

Hour October (kW) November (kW) December (kW) Average (kW) 
0 835 1 329 1 604 1 256 
1 814 1 326 1 596 1 246 
2 794 1 345 1 592 1 244 
3 801 1 324 1 602 1 243 
4 931 1 307 1 571 1 270 
5 995 1 347 1 561 1 301 
6 967 1 442 1 587 1 332 
7 1 058 1 518 1 637 1 405 
8 1 228 1 625 1 717 1 523 
9 1 335 1 642 1 801 1 592 

10 1 471 1 684 1 793 1 650 
11 1 607 1 797 1 751 1 718 
12 1 649 1 781 1 762 1 731 
13 1 717 1 806 1 765 1 763 
14 1 702 1 807 1 807 1 772 
15 1 644 1 777 1 844 1 755 
16 1 520 1 795 1 767 1 694 
17 1 336 1 727 1 752 1 605 
18 1 086 1 650 1 749 1 495 
19 1 027 1 546 1 674 1 416 
20 1 018 1 483 1 631 1 377 
21 987 1 394 1 622 1 335 
22 936 1 394 1 594 1 308 
23 893 1 370 1 588 1 284 

Average 1 181 1 551 1 682 1 471 

 

As can be seen by the calculated values in Table 21, the BAC water usage represents a 

large additional load on the chiller plant (1 471 kW). This data indicates that the year-on-year 

power consumption difference (electricity savings) should actually be as shown in Table 22 

(1 712 kW). It should be noted that the load indicated in Table 21 is based on the power data 

from the assessment period.  
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Table 22: Realistic year-on-year power difference (Actual minus BAC power trending, electrical savings 

2011-2012) 

Hour October (kW) November 
(kW) 

December 
(kW) 

Average (kW) 

0 3 207 3176 2 861 3 129 
1 1 446 1629 2 293 1 874 
2 2 00 -275 1 235 511 
3 3 20 78 556 393 
4 1 530 3069 1 422 2 006 
5 3 203 4494 3 178 3 611 
6 3 757 4101 3 491 3 757 
7 3 417 1677 1 317 2 190 
8 710 -716 113 27 
9 -419 -1570 -789 -944 

10 1 860 771 -230 766 
11 3 948 3804 2 015 3 266 
12 3 386 4358 2 315 3 420 
13 2 386 3456 2 886 2 916 
14 1 045 1608 2 777 1 773 
15 383 464 1 591 787 
16 2 097 1617 1 120 1 601 
17 3 834 2654 1 878 2 836 
18 1 528 747 117 940 
19 -267 -928 -1 279 -724 
20 20 -414 -713 -296 
21 791 1263 331 824 
22 2 753 3329 1 792 2 570 
23 3 942 4173 3 348 3 811 

Average 1 883 1 776 1 401 1 712 

 

  



 Chapter 5 – Cooling system performance post implementation 

97 

 

This analysis needs to similarly be completed utilising equation 20. Placing the variables with 

only flow to the BAC into equation 20 shows this higher load as shown in Figure 73. This 

separates the power used by the BAC and the underground flow. A more accurate approach 

could be to determine the power consumed for the chilled water flow to underground. This is 

shown in Figure 74. The BAC load here is the area between the dotted and dashed plots.  In 

comparison to Table 21, this is a much smaller load with an average daily BAC cooling plant 

load consumption (power) of 628.8 kW. 

 
Figure 73: Calculated cooling load utilised by the BAC 

 
Figure 74: Calculated cooling load used by the chilled water sent underground and the total chilled water 

consumption (assessment) 
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Both the year-on-year and scaled baseline comparisons can be illustrated as the difference 

in power used to adjust the dashed plots in Figure 75 to the dotted plots (difference in chilled 

water flow). An additional illustration of this power difference is shown in Figure 67. 

 
Figure 75: Baseline and assessment period service flow comparison 

Summary of results: 

Year-on-Year analysis: 

 Average daily BAC load =   1.47 MW 
 Average daily savings =   1.71 MW (0.24+1.47) 

Calculated analysis: 

 Average daily BAC load =   0.63 MW 
 Average daily savings =   1.68 MW (2.31-0.63) 

This indicates that the average daily savings approximates 1.7 MW. It is noted that the 

similarity of this data could be a data anomaly; however, findings will be based on these 

results being correct. 
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5.5 Interpretation of results 

A point should be noted from the addition of the BAC on the chiller plant cooling load; the 

power data trended to adjust the year-on-year data is based on power consumption utilising 

the VSDs. As discussed, assuming no VSDs were present on the plant, said cooling load 

would thus most likely have been higher. This should be indicated in Figure 73. It is, 

however, obvious here that a low chilled water flow (consumption) does not provide an 

accurate analysis utilising the equation 20 (one third of the total flow cannot result in such a 

large portion of the total power consumption). It is thus reasonable to assume that the values 

from Table 21 are derived from the more accurate approach. 

Through the analysis of the BAC on the loading of the cooling plant, it was seen that both 

means of savings verification produced the same outcome. The BAC loading, however, 

differed extensively in the two analyses. The calculated analysis showed the BAC loading to 

be 0.63 MW where the trended loading averaged at 1.47 MW. A difference is expected here; 

however, not as seen by the results. Both analyses indicated an average savings of 1.7 MW 

(33.6%) (excluding the BAC loading). These analyses include the calculated analysis and 

year-on-year trending. Findings will be based on these results being correct. 

From Figure 75 it can be seen that the service-delivery flow rate to underground increased 

from the baseline to the performance assessment period. This is clear in the morning and 

evening periods when there was no flow to the BAC. It is this additional flow, coupled with 

the decreased chill dam 3 temperature, that partially results in the additional savings. This 

occurs as more power would be required to process the additional water through the plant, 

thus more pump savings would result. The decreased temperatures sent underground 

would, in addition, require more plant power, thus the calculated analysis would increase. 

The last portion of the additional savings resulted from the reduced recirculation of water 

through the plant. As less water is recirculated, less pumping costs are incurred, as the 

same volume of water does not pass through a pump more than once. 

Based on these stated reasons it is reasonable to assume that the 1.7 MW saving was 

achieved on the cooling plant, as described in the baseline. It is thus also reasonable to 

assume that the savings difference of 0.6 MW (1.7 to 2.3 MW) is based on the same 

principles applied to the water consumed by the BAC.   

Considering the installation costs incurred by the contractor, the payback period can be 

calculated using equation 16. As the case study was not analysed over an entire year, the 



 Chapter 5 – Cooling system performance post implementation 

100 

 

average daily savings is used to determine the PBP. An assumed average month of 30 days 

was used in the conversion of the PBP to years. As can be seen in Table 23, the PBP just 

exceeds two months, which is extremely short. It is noted that additional savings were 

incurred due to the installation of the BAC. The savings calculated for the year-on-year 

analysis, including BAC flow trends, show a longer payback period (less than four months), 

but this is still extremely economically viable. 

Table 23: PBP realised from case study 

 Installation 
costs (R) 

Daily 
savings (R) 

PBP 
(days) 

PBP 
(years) 

Calculated savings 1 633 910.00 23 290 70 0.2 
Year on year savings with 
BAC trending analysis 

1 633 910.00 15 022 108 0.3 

 

An increase in efficiencies from the audit to the assessment period (COP/SCOP) is indicated 

in Table 24. As can be seen, the COPs and SCOPs increased across all the chillers 

(although only marginally for York 4).The large increase in efficiency for York 1 and 3 is 

largely due to the increase in evaporator water flow rate. The increase in Howden COP is 

largely due to the increase in evaporator water delta temperature. 

Table 24: Increase in COP/SCOP from audit to assessment 

Efficiencies York 1  York 2  York 3  York 4  Howden  

COP 0.98 - 1.87 0.05 2.85 

SCOP 1.37 - 2.74 0.11 2.13 
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5.6 Conclusion 

The intervention showed an increase in efficiency of individual plants, along with increased 

group efficiencies. The increase in COP and SCOP averaged 1.4 and 1.6 (23.2% and 

31.7%) respectively.  The increase in COP resulted from increased water flow rates through 

the evaporator, coupled with an increase in average evaporator temperature range. 

Additionally, reduced load on the chiller compressors was experienced. The SCOP’s 

increase was from a combination of the COP increases and the reduced load on the water 

pumps. 

Electricity consumption of the plant was shown to have a reduced power demand of 2.3 MW 

through the calculated assessment analysis. This translates to a saving of 4.2 GWh over the 

three-month assessment period. A return of R 23 290 per average weekday resulted from 

the reduced loading, leading to a saving of R 2 142 770 over the assessment period (92 

days). Electricity demand only showed a reduction of 0.24 MW when comparing year-on-

year data. The payback period realised is 2.3 months (0.2 years).  

As analysed through equation 20 and the trended data, disregarding BAC service delivery, 

an average common saving of 1.7 MW is achieved. As per the initial investigated cooling 

plant, the following led to this saving: increased flow rates through various pumps, thus 

reduced pump and chiller running hours; reduced recirculation flow, thus reduced pump and 

chiller running hours; increased flow to underground, thus increased power demand; 

reduced water temperature sent underground, thus increased power consumption. All these, 

coupled with the energy efficiency improvement through the VSD installations, would have 

resulted in a decreased power consumption. These facts all lead to the conclusion that the 

saving of 1.7 MW that produces a payback period of 3.6 months (0.3 years) is accurate. 

An average of 0.24 MW saving is seen when comparing the power of the same period from 

the previous year.  With the BAC added to the service delivery of the plant, coupled with the 

service-delivery temperatures, enough proof that energy efficiency was improved is shown. 

Plant data could, however, not be compared for the year-on-year analysis due to data loss.  

Power consumption of the cooling plant was shown to be less sporadic than the previous 

year. This indicates an improved control and utilisation of chiller scheduling.  
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Chapter 6 – Conclusion 

6.1 Summary of work done 

By analysing the past and present electricity situation in South Africa, a need for potential 

energy efficiency was defined. The availability of the DSM structure and its related literature 

identified a market gap to fulfil the need defined. 

Through a study of various documents, a thorough knowledge of the respective components 

and concepts related to the case study was obtained. This knowledge formed the foundation 

for the implementation of an energy-efficiency case study. Not only did it provide a means of 

implementation, but it also provided a means of analysing the success of the case study. 

Additional knowledge not directly used on the case study would provide insight into 

alternative improvements that could be implemented. 

The cooling plant was analysed to provide insight into control methods and process 

limitations. Data gathered through electronic mediums was analysed to indicate technical 

operating aspects of the system. These aspects would provide a baseline for comparison 

post implementation of the case study. Specific data was processed to form a scaling 

methodology, creating the ability to compare post implementation data of various operating 

conditions. The change in scope through the addition of a BAC to the cooling plant load was 

noted. 

Projected results of the case study were evaluated by both a simulation and verification 

calculation set. Here it was indicated that the cooling plant had a potential for daily reduced 

electricity demand of an average 600 kW (13.6%). This electricity saving would show a 

saving of R2 275 000 per year based on the 2012/2013 Eskom Megaflex tariff structure. 

Contractor and capital installation costs would lead to a payback period of 8.6 months 

(0.7 years), based on the predicted return.  

Negligible issues resulted from the installations. Control results on the VSDs varied per 

plant. Frequency operating ranges were determined per plant in addition to optimal 

evaporator water-delta temperature flow-rate frequencies. Control was commissioned 

through the EMS. 

Savings realised in the assessment period through utilising equation 20 amounted to a daily 

average of 2.3 MW (47.1%). This showed a daily saving of R 23 290, resulting in a payback 
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period of 2.3 months (0.2 years). Year-on-year power comparisons showed a daily saving of 

0.24 MW. Removing BAC trended cooling-load use from the year-on-year power data 

showed a daily saving of 1.7 MW (33.63%). A similar result was achieved when applied to 

equation 20. These analyses showed a daily saving of R15 022, resulting in a payback 

period of 3.6 months (0.3 years). 

Throughout the dissertation it has been shown that the energy efficiency of the cooling plant 

was improved. Given the various operational changes, it is concluded that the resulting 

control did lead to an energy-efficiency improvement, even though the means of data scaling 

were not conclusive. The energy-efficiency improvement of the system ranges between 

13.6% and 47.1%, depending on service delivery analysed.  

The case study has shown that it is a worthy investment to install VSDs on water pumps in a 

mine cooling plant. The minimum energy-efficiency improvement proposed would have 

resulted in a payback period of less than a year. As a payback period of three years is still 

deemed to be acceptable, an increase in inflated installation costs would need to triple 

before one could consider such an implementation to be not viable. 
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6.2 Recommendations 

As per the assessment, the main operational difference noticed was the absence of a load 

shift in the evening peak periods. The first step to realise reduced operating costs from the 

cooling plant is to re-establish a load-shifting operating schedule. An optimal load shift would 

include reduced consumption in both the morning- and evening peak periods. Countering 

this lost cooling load would require the entire plant to operate in the evening off-peak period.  

Such an operating structure will result in a load shift energy-neutral schedule to a load shift 

energy-efficiency schedule because the evening ambient temperatures would allow for 

reduced load to be placed on the chillers. The capacity of the extent to which this can be 

implemented needs to be investigated through the cooling capacity of the precool towers 

and the storage capacity in the chilled water dams. The main return from this system will be 

seen by the client, due to reduced tariff structures where Eskom would see a minimal 

reduced loading. 

Prediction capabilities should be investigated with reference to the controlling program. This 

could result in the plant only operating in the most efficient and cost-effective periods of the 

day. Additionally, operators would be able to plan minor maintenance schedules without 

interfering with the plant’s scheduling. This will result in less downtime of components in the 

plant. 

The potential for additional energy efficiency of the plant includes two noticeable 

opportunities.  

1 The potential for power factor correction in the system. The aim would be to minimise 

the reactive power leaving the plant. As a result, the apparent power would converge 

towards the real power across the main power incomers.  

 

2 The potential for installation of HEMs. All of the motors in the plant are old and have 

been rewound at least once. The potential in return through improved efficiency 

should be weighed against the LCCs of the present infrastructure and the cost of new 

infrastructure.  
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Appendix A – Additional savings data 
Table 25: Respective daily savings over the assessment period 

Date Daily energy savings 
(kWh) 

Average daily power 
savings (kW) 

2012/10/01 61 149 2 547 

2012/10/02 29 675 1 236 

2012/10/03 74 325 3 096 

2012/10/04 65 615 2 733 

2012/10/05 10 189 4 245 

2012/10/06 10 666 4 444 

2012/10/07 94 830 3 951 

2012/10/08 52 537 2 189 

2012/10/09 49 297 2 054 

2012/10/11 40 968 1 707 

2012/10/12 13 800 575 

2012/10/13 22 374 932 

2012/10/14 31 342 1 305 

2012/10/15 2 314 96 

2012/10/16 72 999 3 041 

2012/10/17 53 697 2 237 

2012/10/18 56 326 2 346 

2012/10/19 80 765 3 365 

2012/10/20 4 533 1 855 

2012/10/21 85 883 3 578 

2012/10/22 41 029 1 709 

2012/10/23 53 132 2 213 

2012/10/24 23 270 969 

2012/10/25 34 089 1 420 

2012/10/26 47 851 1 993 

2012/10/27 53 913 2 246 

2012/10/28 55 222 2 300 

2012/10/29 44 751 1 864 

2012/10/30 53 943 2 247 

2012/10/31 33 955 1 414 

2012/11/01 29 804 1 241 

2012/11/02 32 504 1 354 

2012/11/03 51 846 2 160 

2012/11/04 61 766 2 573 

2012/11/05 43 483 1 811 

2012/11/06 46 386 1 932 

2012/11/07 71 982 2 999 

2012/11/08 20 614 858 

2012/11/09 37 895 1 578 
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2012/11/15 66 975 2 790 

2012/11/16 81 101 3 379 

2012/11/17 104 093 4 337 

2012/11/18 84 422 3 517 

2012/11/19 50 029 2 084 

2012/11/20 96 113 4 004 

2012/11/21 74 902 3 120 

2012/11/22 58 148 2 422 

2012/11/23 47 137 1 964 

2012/11/24 48 555 2 023 

2012/11/25 61 394 2 558 

2012/11/26 57 123 2 380 

2012/11/27 68 168 2 840 

2012/11/28 56 593 2 358 

2012/11/29 69 921 2 913 

2012/11/30 66 749 2 781 

2012/12/01 38 340 1 597 

2012/12/02 21 961  915 

2012/12/03 33 508 1 396 

2012/12/04 59 160 2 465 

2012/12/05 46 165 1 923 

2012/12/11 42 115 1 754 

2012/12/12 24 087 1 003 

2012/12/13 39 198 1 633 

2012/12/14 42 912 1 788 

2012/12/15 49 954 2 081 

2012/12/16 59 664 2 486 

2012/12/17 62 163 2 590 

2012/12/18 52 638 2 193 

2012/12/19 36 229 1 509 

2012/12/20 46 378 1 932 

2012/12/21 53 324 2 221 

2012/12/22 46 162 1 923 

2012/12/23 60 006 2 500 

2012/12/29 90 341 3 764 

2012/12/30 92 980 3 874 

2012/12/31 149 074 6 211 

Sum/Average 4 216 246 2 311 
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Table 26: Average daily cost savings of case study implementation 
Hour Electricity 

tariff 
(c/kWh) 

Baseline 
actual (kW) 

Baseline 
cost (R) 

Assessment 
actual (kW) 

Assessment 
cost (R) 

Scaling 
factor 

Calculated 
assessment 
(kW) 

Assessment 
savings 
 (kW) 

Cost savings 
(R) 

0 28.69 3 952 1 134 2 510 720 1.89 4 746 2 236 641 
1 28.69 4 107 1 178 2 520 723 1.89 4 765 2 245 644 
2 28.69 3 938 1 129 2 567 736 1.89 4 855 2 287 656 
3 28.69 3 783 1 085 2 486 713 1.89 4 701 2 215 635 
4 28.69 4 065 1 166 2 496 716 1.89 4 720 2 224 638 
5 28.69 4 002 1 148 2 359 676 1.89 4 461 2 102 603 
6 41.04 3 607 1 480 1 841 755 1.89 3 481 1 640 673 
7 66.98 3 487 2 336 1 631 1 092 1.89 3 085 1 453 973 
8 66.98 3 751 2 512 2 017 1 351 1.89 3 815 1 797 1 204 
9 66.98 3 674 2 461 2 847 1 907 1.89 5 384 2 536 1 699 

10 41.04 3 239 1 329 3 045 1 250 1.89 5 759 2 713 1 113 
11 41.04 4 111 1 687 3 153 1 294 1.89 5 962 2 809 1 152 
12 41.04 4 155 1 705 3 143 1 290 1.89 5 944 2 800 1 149 
13 41.04 4 336 1 779 3 145 1 290 1.89 5 948 2 802 1 150 
14 41.04 4 442 1 823 3 067 1 258 1.89 5 800 2 733 1 121 
15 41.04 4 107 1 685 2 897 1 189 1.89 5 478 2 581 1 059 
16 41.04 4 200 1 723 2 836 1 164 1.89 5 364 2 527 1 037 
17 41.04 4 277 1 755 2 945 1 208 1.89 5 569 2 624 1 077 
18 66.98 2 312 1 548 2 679 1 794 1.89 5 067 2 387 1 599 
19 66.98 550 368 2 487 1 666 1.89 4 703 2 216 1 484 
20 41.04 2 203 904 2 384 978 1.89 4 509 2 124 871 
21 41.04 4 826 1 980 2 399 984 1.89 4 536 2 137 877 
22 28.69 4 745 1 361 2 413 692 1.89 4 563 2 149 616 
23 28.69 4 429 1 270 2 389 685 1.89 4 519 2 129 610 

Sum 42.33 90 309 36 558 62 267 26 141  - 117 744 55 477 23 290 
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Table 27: Variable data used to compile the assessment period calculated plot 

Date BAC flow 
from 
chiller 
plant (ℓ/s) 

Flow to 
underground 
(ℓ/s) 

Litres per 
day total 

Ambient DB 
Temperature 
(˚C) 

Precool Dam 
Temperature 
(˚C)  

Chill Dam 
three 
Temperature 
(˚C) 

2012/10/01 2.61 133.18 11732570 18.17 22.07 2.44 

2012/10/02 16.72 124.41 12193619 16.61 17.62 2.16 

2012/10/03 27.71 149.70 15328374 20.42 20.37 2.71 

2012/10/04 30.09 130.25 13854018 23.61 21.60 2.81 

2012/10/05 63.45 140.60 17630074 23.27 22.41 4.07 

2012/10/06 134.15 146.94 24286491 22.80 21.70 5.30 

2012/10/07 53.99 113.82 14499476 23.11 23.08 2.75 

2012/10/08 86.62 79.94 14390692 19.73 20.64 2.61 

2012/10/09 83.79 98.84 15779059 16.05 20.17 2.70 

2012/10/11 83.43 87.78 14792521 14.06 20.30 3.11 

2012/10/12 55.56 45.38 8721766 10.81 17.35 2.56 

2012/10/13 50.68 66.60 10132845 11.30 19.09 2.44 

2012/10/14 46.32 51.53 8454361 9.69 19.95 2.70 

2012/10/15 54.49 55.49 9502861 13.10 17.08 2.17 

2012/10/16 100.12 102.50 17506588 18.41 21.70 2.75 

2012/10/17 124.98 124.90 21589142 17.68 21.12 2.48 

2012/10/18 73.72 143.90 18802944 18.48 20.30 2.34 

2012/10/19 65.32 119.62 15978448 21.14 22.22 2.78 

2012/10/20 99.43 116.38 18646527 14.09 18.03 2.87 

2012/10/21 137.09 141.55 24074504 17.07 21.44 5.50 

2012/10/22 78.00 152.47 19912673 17.10 19.56 2.39 

2012/10/23 65.53 155.55 19101627 16.59 19.64 2.59 

2012/10/24 59.29 150.82 18152972 13.55 17.82 2.32 

2012/10/25 56.24 168.64 19429742 14.17 19.08 2.47 

2012/10/26 113.92 168.30 24383170 16.53 20.27 2.46 

2012/10/27 139.66 164.07 26241995 17.85 20.96 2.39 

2012/10/28 143.43 151.23 25458144 17.45 21.10 2.43 

2012/10/29 115.79 162.25 24022760 16.68 21.06 2.35 

2012/10/30 71.69 152.55 19374602 16.93 19.76 2.50 

2012/10/31 8.82 162.19 14774881 14.49 17.86 2.72 

2012/11/01 8.34 157.05 14289563 12.98 17.55 2.80 

2012/11/02 30.64 161.74 16622121 13.89 18.49 2.36 

2012/11/03 43.17 156.85 17282024 16.31 19.63 2.30 

2012/11/04 42.58 167.27 18130370 19.56 21.94 2.48 

2012/11/05 45.70 147.08 16656176 19.84 19.40 2.20 

2012/11/06 58.04 138.03 16939755 21.74 19.53 2.21 

2012/11/07 95.31 164.59 22455013 21.69 21.70 2.84 

2012/11/08 97.12 145.00 20919451 14.05 17.74 2.37 

2012/11/09 91.85 132.47 19381396 13.68 18.04 5.53 
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2012/11/15 122.46 161.68 24549913 19.93 23.24 2.26 

2012/11/16 162.08 173.07 28957358 21.23 23.68 2.03 

2012/11/17 138.28 89.91 19716347 21.84 25.49 4.38 

2012/11/18 158.98 160.09 27568081 20.88 23.75 2.72 

2012/11/19 119.15 151.20 23357906 19.85 19.86 2.62 

2012/11/20 29.14 165.02 16775056 25.00 25.16 2.98 

2012/11/21 82.12 164.06 21269266 23.89 23.88 2.36 

2012/11/22 143.13 170.39 27087573 19.25 22.47 1.83 

2012/11/23 141.53 175.02 27350214 17.83 21.22 1.67 

2012/11/24 150.23 171.79 27821961 15.81 19.37 2.93 

2012/11/25 64.23 150.81 18579738 17.60 22.89 2.09 

2012/11/26 17.53 152.70 14707481 18.94 21.19 2.00 

2012/11/27 81.61 161.73 21024626 20.01 23.49 2.03 

2012/11/28 58.49 179.25 20540664 17.85 22.20 2.49 

2012/11/29 93.85 153.04 21331309 20.64 23.22 2.13 

2012/11/30 102.56 145.69 21449324 20.22 22.28 2.04 

2012/12/01 109.53 148.89 22327202 15.90 19.52 1.86 

2012/12/02 113.09 163.08 23860854 13.97 18.43 1.79 

2012/12/03 95.12 156.94 21777470 13.80 19.38 1.73 

2012/12/04 49.07 169.70 18901670 16.31 21.25 3.32 

2012/12/05 42.30 185.80 19707665 17.82 21.17 2.30 

2012/12/11 126.82 181.02 26597908 16.46 19.67 1.85 

2012/12/12 144.80 136.75 24326054 14.48 19.28 1.82 

2012/12/13 134.74 174.23 26694683 17.63 20.54 1.62 

2012/12/14 113.24 179.50 25292732 17.68 21.17 2.22 

2012/12/15 -0.31 170.40 14695767 17.78 21.78 2.37 

2012/12/16 -0.27 171.25 14771918 20.27 22.47 2.21 

2012/12/17 -0.30 168.60 14541693 20.63 21.96 2.18 

2012/12/18 -0.30 162.44 14008789 18.99 21.83 2.44 

2012/12/19 93.98 143.39 20508631 14.56 21.57 2.04 

2012/12/20 105.55 168.29 23659724 19.21 21.94 1.71 

2012/12/21 131.18 166.29 25701538 18.56 20.81 1.83 

2012/12/22 62.65 164.80 19651717 18.84 21.11 1.88 

2012/12/23 -0.27 149.80 12919400 20.12 22.55 2.16 

2012/12/29 3.25 120.43 10685364 24.21 24.45 3.04 

2012/12/30 0.00 88.92 7682687 22.47 23.39 5.04 

2012/12/31 0.00 9.31 804615 20.71 26.87 8.74 
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Table 28: Year-on-year power difference (supposed electricity savings 2011-2012) 

Hour October 
difference 
(kW) 

November 
difference 
(kW) 

December 
difference 
(kW) 

Average 
savings 
(kW) 

0 2372 1847 1256 1873 

1 632 303 696 628 

2 -593 -1620 -356 -732 

3 -481 -1245 -1045 -849 

4 599 1761 -149 736 

5 2207 3146 1617 2309 

6 2789 2658 1903 2424 

7 2358 158 -320 785 

8 -517 -2341 -1604 -1496 

9 -1754 -3212 -2590 -2537 

10 388 -912 -2023 -883 

11 2341 2006 264. 1547 

12 1736 2576 552 1688 

13 668 1649 1121 1153 

14 -656 -199 969 1 

15 -1261 -1313 -253 -968 

16 576 -178 -647 -93 

17 2498 927 125 1230 

18 442 -903 -1631 -554 

19 -1294 -2474 -2953 -2140 

20 -998 -1898 -2344 -1674 

21 -196 -131 -1291 -511 

22 1817 1934 197 1261 

23 3049 2802 1760 2527 

Average 701 225 -281 241 
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Table 29: Raw power and chilled water flow data 

 Average daily cooling plant 
power (kW) 

Average daily flow to BAC and 
underground (ℓ/s) 

2012/10/01 1951.5 138.8 

2012/10/02 1865.9 162.6 

2012/10/07 1637.3 171.5 

2012/10/08 2360.3 168.7 

2012/10/09 2165.1 184.7 

2012/10/10 2561.9 237.6 

2012/10/11 2355.8 173.3 

2012/10/12 1660.1 110.0 

2012/10/13 1934.5 145.4 

2012/10/14 1546.7 119.3 

2012/10/16 2002.0 205.6 

2012/10/17 2902.7 251.5 

2012/10/18 2344.1 218.9 

2012/10/19 1944.4 186.9 

2012/10/22 2764.7 223.2 

2012/10/23 2199.7 223.2 

2012/10/24 2500.5 222.6 

2012/10/25 2611.9 226.3 

2012/10/26 3062.2 286.0 

2012/10/27 3285.7 306.4 

2012/10/28 3168.7 296.4 

2012/10/29 3362.3 279.8 

2012/10/30 2238.5 226.4 

2012/10/31 1928.3 172.5 

2012/11/01 1841.0 167.0 

2012/11/02 2196.0 194.7 

2012/11/04 2642.5 211.2 

2012/11/05 2524.6 212.7 

2012/11/06 2651.2 219.3 

2012/11/07 2850.0 261.1 

2012/11/08 2909.8 262.0 

2012/11/09 2820.7 227.3 

2012/11/10 2935.7 223.3 

2012/11/11 3248.1 311.2 

2012/11/12 3752.5 335.6 

2012/11/13 3184.4 258.7 

2012/11/14 3073.8 250.0 

2012/11/15 3379.7 284.9 

2012/11/16 3406.6 339.0 

2012/11/17 2668.2 229.5 

2012/11/18 3278.9 321.5 
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2012/11/19 3116.2 287.1 

2012/11/20 2606.4 198.0 

2012/11/22 3613.4 317.2 

2012/11/23 3580.0 331.6 

2012/11/25 2683.8 216.1 

2012/11/26 2132.0 174.1 

2012/11/27 3018.6 245.8 

2012/11/28 2998.5 247.3 

2012/11/29 2985.1 248.7 

2012/11/30 2808.2 252.3 

2012/12/01 2856.1 262.3 

2012/12/02 3183.1 278.3 

2012/12/03 2735.5 261.9 

2012/12/04 2514.9 222.8 

2012/12/05 3022.5 232.7 

2012/12/11 3198.6 311.8 

2012/12/12 3429.5 329.9 

2012/12/13 3629.3 310.8 

2012/12/14 3657.5 295.4 

2012/12/15 2568.2 173.1 

2012/12/16 2562.6 174.9 

2012/12/17 2324.5 171.1 

2012/12/18 2535.6 168.3 

2012/12/19 3249.1 268.7 

2012/12/20 3600.3 285.2 

2012/12/21 3156.8 301.8 

2012/12/22 3001.4 230.6 

2012/12/23 2368.4 157.5 

2012/12/29 2011.3 124.1 

2012/12/30 1619.7 90.3 
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Appendix B – Power data collection validation 

The images below show the calibration certificates for the portable loggers used. The data of 

the portable loggers versus the permanent loggers later installed is also validated in Figure 

76. The data had an average error of 0.6% over the comparison period, indicating that the 

permanent loggers had been set up correctly. The calibration of the permanent loggers was, 

in addition, verified. 

 

 
Figure 76: Portable and permanent power meter data comparison 
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Figure 77: Incomer one logger calibration sheet 



 Appendices 

125 

 

 
Figure 78: Incomer two logger calibration sheet 
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Figure 79: Incomer three logger calibration sheet 
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Appendix C – Additional chiller constraints 

Table 30: York chiller operating constraints 

Constraints Operating range and trip values 

High Trip High 
Alarm 

Low 
Alarm  

Low Trip 

Compressor discharge temperature (˚C) 50 47 35 30 
Compressor suction temperature (˚C) 35 30 3 2 
Compressor trust oil temperature (˚C) 70 62 0 0 
Drive motor bearing (DE) (˚C) 75 70 0 0 
Drive motor bearing (NDE) (˚C) 75 70 0 0 
Gearbox bearing temperature (˚C) 85 80 0 0 
Gearbox bearing temperature (˚C) 85 80 0 0 
Gearbox bearing temperature (˚C) 85 80 0 0 
Gearbox bearing temperature(˚C) 85 80 0 0 
Gearbox oil temperature (˚C) 70 60 0 0 
Evaporator liquid temperature (˚C) 12 10 1 0.5 
Compressor oil sump temperature (˚C) 60 55 40 35 
Motor-winding temperature 1 (˚C) 110 105 0 0 
Motor-winding temperature 2 (˚C) 110 105 0 0 
Motor-winding temperature 3 (˚C) 110 105 0 0 
Evaporator pressure (kPa) 350 300 220 208 
Condenser pressure (kPa) 850 840 500 450 
Compressor auxiliary oil pressure (kPa) 550 500 250 200 
Compressor main oil pressure (kPa) 550 540 250 200 
Gearbox oil pressure (kPa) 280 250 130 120 
Economiser pressure (kPa) 350 300 200 180 
Drive motor vibration 1 (mm/s) 6 5 0 0 
Drive motor vibration 2 (mm/s) 6 5 0 0 
Gearbox vibration 1 (mm/s) 6 5 0 0 
Gearbox vibration 2 (mm/s) 6 5 0 0 
Compressor vibration 1 (mm/s) 6 5 0 0 
Compressor vibration 2 (mm/s) 6 5 0 0 
Compressor motor Amps (A) 93 90 40 30 
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Table 31: Howden chiller operating constraints 

Constraints Operating range and trip 
values 

High trip Low trip 
Axial vibration (mm/s) 7 - 
Radial vibration (mm/s) 7 - 
Compressor shaft movement (mm) 1.7 - 
Condenser water differential pressure (kPa) 250 - 
Condenser water filter differential pressure (kPa) 100 - 
Condenser ammonia temperature (˚C) 55 - 
Condenser ammonia inlet temperature (˚C) 55 - 
Condenser ammonia outlet temperature (˚C) 38 10 
Condenser filter differential pressure (kPa) 100 10 
Evaporator water differential pressure (kPa) 250 - 
Evaporator water filter differential pressure (kPa) 50 - 
Evaporator water ammonia inlet temperature (˚C) - -3 
Evaporator water ammonia outlet temperature (˚C) - -3 
Discharge pressure (kPa) 1380 - 
Discharge temperature (˚C) - 30 
Liquid receiver level (%) 80 10 
Manifold oil temperature (˚C) 55 20 
Separator oil temperature (˚C) 50 25 
Compressor oil differential pressure (kPa) 600 230 
Surge drum level (%) 50 -5 
Surge drum pressure (kPa) - 305 
Suction temperature (kPa) - -3 
Motor DE bearing temperature (˚C) 95 - 
Motor NDE bearing temperature (˚C) 95 - 
Motor winding temperature 1 ,2 and 3 (˚C) 120 - 
Motor power (kW) 1850 - 
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Appendix D – Additional COP plots 

Figure 80 to Figure 97 only have data plotted where the respective chiller was operational for 

an entire hour. The scattering of the data has no link to the respective hour each data point 

was obtained from. 

Baseline period plots 

 
Figure 80: York 1 COPs plotted against ambient temperature for operational hours during the baseline 

period 

 
Figure 81: York 2 COPs plotted against ambient temperature for operational hours during the baseline 

period 
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Figure 82: York 3 COPs plotted against ambient temperature for operational hours during the baseline 

period 

 
Figure 83: York 4 COPs plotted against ambient temperature for operational hours during the baseline 

period 
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Figure 84: Howden COPs plotted against ambient temperature for operational hours during the baseline 

period 

 
Figure 85: York 1 SCOPs plotted against ambient temperature for operational hours during the baseline 

period 
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Figure 86: York 2 SCOPs plotted against ambient temperature for operational hours during the baseline 

period 

 
Figure 87: York 3 SCOPs plotted against ambient temperature for operational hours during the baseline 

period 
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Figure 88: York 4 SCOPs plotted against ambient temperature for operational hours during the baseline 

period 

 
Figure 89: Howden SCOPs plotted against ambient temperature for operational hours during the baseline 

period 
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Assessment period plots 

 
Figure 90: York 1 COPs plotted against ambient temperature for operational hours during the 

assessment period 

 
Figure 91: York 3 COPs plotted against ambient temperature for operational hours during the 

assessment period 
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Figure 92: York 4 COPs plotted against ambient temperature for operational hours during the 

assessment period 

 
Figure 93: Howden COPs plotted against ambient temperature for operational hours during the 

assessment period 
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Figure 94: York 1 SCOPs plotted against ambient temperature for operational hours during the 

assessment period 

 
Figure 95: York 3 SCOPs plotted against ambient temperature for operational hours during the 

assessment period 
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Figure 96: York 4 SCOPs plotted against ambient temperature for operational hours during the 

assessment period 

 
Figure 97: Howden SCOPs plotted against ambient temperature for operational hours during the 

assessment period 
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Appendix E – Additional Images 

 
Figure 98: EMS print screen – evaporator water network and respective VSD controllers 
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Figure 99: EMS print screen – condenser water network and respective VSD controllers 
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Figure 100: EMS print screen – data logging and trending 

 

 
Figure 101: York 1 to 3 condenser pump VSDS 
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Figure 102: York 1 to 4 evaporator pump VSDS 

 

 
Figure 103: York 4 condenser pump VSD (right) 
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Figure 104: Howden condenser (left) and evaporator (right) pump VSDs 
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Appendix F – Simulation model 

 
Figure 105: Baseline simulation model partial screen shot 
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Figure 106: Baseline VSD simulation model partial screen shot  
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Status in Table 32 refers to operational status of a chiller. A 0.07 status indicates that the 

chiller was operational for 7% of the respective hour. 

Table 32: Simulation verification input variables 

Hour 
York 1 
Status 

York 2 
Status 

York 3 
Status 

York 4 
Status 

Howden 
Status 

Drybulb 
Temp 

Flow to 
underground 

1 0.07 0.17 0.23 0.2 0.27 14.14 268.69 

2 0 1 0.07 0.93 1 13.73 262.34 

3 0 1 1 0.9 1 13.38 156.83 

4 0 0.83 1 0.77 1 13.23 270.78 

5 0 0.8 0.6 1 1 12.95 269.25 

6 0.37 0.83 0.33 0.9 0.63 12.25 271.4 

7 0 0.07 0 0.03 0.55 12.15 267.67 

8 0.97 0.43 0.67 0.9 1 13.78 268.03 

9 1 0.03 0 1 1 15.81 239.04 

10 1 1 0 1 0.6 17.76 271.53 

11 0.07 1 0 1 0.66 19.11 257.22 

12 0 1 0.9 1 1 19.98 258.4 

13 0 1 1 0.9 1 23.67 273.83 

14 0 1 1 0.1 1 25.03 273.31 

15 0 1 1 1 1 27.03 275.75 

16 0 0.67 0.73 0.9 0.57 24.56 276.66 

17 0 0.07 0.03 0 0.53 21.45 270.58 

18 0 1 1 0.97 0.97 20.13 268.61 

19 0 0 0 0 0 18.94 269.44 

20 0 0 0 0 0 17.96 264.31 

21 0 0.97 0.9 0.83 1 17.33 264.53 

22 0 1 1 1 1 17 261.56 

23 0 0.67 1 1 1 16.83 266.2 

24 0 0 1 1 1 16.48 225.89 

1 0 0.83 1 1 1 16.2 266.66 

2 0 1 1 1 1 16.18 268.32 

3 0 1 0 1 1 14.13 268.68 

4 0 1 0.21 1 1 13.03 268.19 

5 0 1 1 0.43 1 12.8 268.02 

6 0.53 1 0.17 0.57 1 11.81 267.52 

7 0.97 0.97 0 0.97 1 11.73 269.33 

8 0 0.9 0 0.38 1 12.88 267.3 

9 0.97 1 0 1 1 14.59 266.53 

10 1 0.63 0 1 1 16.26 257.58 

11 0.43 0 0.43 0.3 0.2 17.93 237.18 

12 0 0.14 0.34 0.1 0.52 19.37 270.5 

13 0.83 0.4 0.93 0.67 1 22.27 272.48 
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14 0.67 0 1 0 0.57 24.67 272.19 

15 0 0.63 1 0.7 1 22.06 268.9 

16 0 1 1 1 1 20.5 266.71 

17 0 1 1 1 1 20.96 269.92 

18 0 1 1 1 1 20.15 267.99 

19 0 0.07 0.1 0.07 0 17.36 268.45 

20 0 0 0 0 0.03 15.81 265.09 

21 0 0.86 0.93 0.97 1 15.93 267.38 

22 0 1 1 1 1 14.78 264.96 

23 0 1 1 1 1 14.06 267.57 

24 0 1 1 0.97 1 13.46 263.54 
 

Table 33: Simulation summer power and weekday cost profile 

Hour 

Simulation power 
output (kW) 

2011/2012 tariff 
structure costs (R) 

2012/2013 tariff 
structure costs (R) 

Baseline VSD Baseline VSD Baseline VSD 

1 5 774 4 693 1 439 1 163 1 656 1 338 

2 5 802 4 695 1 446 1 165 1 664 1 341 

3 5 736 4 699 1 430 1 167 1 645 1 344 

4 5 633 4 700 1 404 1 169 1 616 1 345 

5 5 533 4 701 1 379 1 170 1 587 1 346 

6 5 466 4 713 1 362 1 173 1 568 1 350 

7 5 436 4 742 1 938 1 688 2 231 1 944 

8 5 435 4 783 3 162 2 781 3 640 3 201 

9 5 440 4 822 3 165 2 804 3 644 3 227 

10 5 447 4 854 3 169 2 823 3 648 3 249 

11 5 455 4 882 1 944 1 739 2 238 2 002 

12 5 462 4 904 1 947 1 747 2 241 2 012 

13 5 462 4 916 1 947 1 752 2 241 2 017 

14 5 445 4 909 1 941 1 750 2 234 2 014 

15 5 431 4 904 1 936 1 748 2 229 2 012 

16 5 417 4 896 1 931 1 745 2 223 2 009 

17 5 403 4 886 1 926 1 742 2 217 2 005 

18 5 392 4 879 1 922 1 739 2 213 2 002 

19 5 366 4 856 3 122 2 826 3 594 3 253 

20 272 272 158 158 182 182 

21 264 264 94 94 108 108 

22 5 400 4 915 1 925 1 730 2 216 1 991 

23 5 435 4 804 1 354 1 184 1 559 1 363 

24 5 621 4 773 1 401 1 180 1 612 1 358 
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Table 34: Simulation autumn power and weekday cost profile 

Hour 

Simulation power 
output (kW) 

2011/2012 tariff 
structure costs (R) 

2012/2013 tariff 
structure costs (R) 

Baseline VSD Baseline VSD Baseline VSD 

1 5 547 4 630 1 382 1 148 1 591 1 321 

2 5 490 4 573 1 368 1 135 1 575 1 307 

3 5 419 4 554 1 351 1 131 1 554 1 302 

4 5 333 4 515 1 329 1 120 1 530 1 289 

5 5 250 4 480 1 308 1 114 1 506 1 282 

6 5 185 4 466 1 292 1 111 1 487 1 279 

7 5 143 4 476 1 833 1 593 2 110 1 834 

8 5 142 4 545 2 992 2 643 3 444 3 042 

9 5 163 4 586 3 004 2 667 3 458 3 070 

10 5 182 4 620 3 015 2 687 3 471 3 093 

11 5 191 4 642 1 850 1 654 2 130 1 904 

12 5 190 4 651 1 850 1 657 2 130 1 908 

13 5 187 4 655 1 849 1 659 2 128 1 910 

14 5 186 4 661 1 848 1 661 2 128 1 912 

15 5 181 4 661 1 847 1 661 2 126 1 912 

16 5 175 4 659 1 845 1 660 2 124 1 912 

17 5 166 4 653 1 841 1 658 2 120 1 909 

18 5 149 4 638 1 835 1 653 2 113 1 903 

19 5 123 4 614 2 981 2 685 3 431 3 091 

20 272 272 158 158 182 182 

21 264  264 94 94  108 108 

22 5 178 4 725 1 846 1 659 2 125 1 910 

23 5 146 4 572 1 283 1 126 1 476 1 296 

24 5 275 4 543 1 315 1 122 1 513 1 292 
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Table 35: Simulation winter power and weekday cost profile 

Hour 

Simulation power 
output (kW) 

2011/2012 tariff 
structure costs (R) 

2012/2013 tariff 
structure costs (R) 

Baseline VSD Baseline VSD Baseline VSD 

1 4 312 3 251 1 247 926 1 436 1 067 

2 4 194 3 173 1 213 908 1 397 1 046 

3 4 043 3 127 1 170 898 1 347 1 034 

4 3 899 3 094 1 128 890 1 299 1 025 

5 3 776 3 068 1 093 884 1 258 1 018 

6 3 681 3 049 1 065 879 1 226 1 012 

7 3 610 3 035 1 955 1 640 2 251 1 888 

8 3 572 3 035 7 446 6 316 8 571 7 270 

9 3 574 3 060 7 450 6 370 8 576 7 332 

10 3 608 3 105 7 521 6 466 8 657 7 443 

11 3 650 3 153 1 977 1 707 2 276 1 965 

12 3 675 3 184 1 991 1 723 2 292 1 984 

13 3 687 3 201 1 997 1 733 2 299 1 995 

14 3 693 3 212 2 000 1 739 2 303 2 002 

15 3 694 3 218 2 001 1 742 2 303 2 006 

16 3 683 3 211 1 995 1 739 2 296 2 002 

17 3 665 3 199 1 985 1 732 2 285 1 994 

18 3 619 3 159 1 960 1 711 2 256 1 970 

19 3 585 3 132 7 473 6 527 8 603 7 513 

20 270 270 563 563 648 648 

21 264 264 143 143 164 164 

22 3 617 3 244 1 959 1 695 2 256 1 952 

23 3 574 3 114 1 034 873 1 191 1 005 

24 3 735 3 073 1 081 868 1 244 1 000 
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Table 36: Simulation spring power and weekday cost profile 

Hour 

Simulation power 
output (kW) 

2011/2012 tariff 
structure costs (R) 

2012/2013 tariff 
structure costs (R) 

Baseline VSD Baseline VSD Baseline VSD 

1 5 070 4 235 1 264 1 043 1 454 1 200 

2 5 084 4 090 1 267 1 009 1 458 1 162 

3 5 149 4 143 1 283 1 025 1 477 1 180 

4 5 148 4 184 1 283 1 037 1 476 1 194 

5 5 124 4 215 1 277 1 046 1 470 1 204 

6 5 095 4 258 1 270 1 058 1 461 1 218 

7 5 089 4 383 1 814 1 558 2 088 1 794 

8 5 102 4 465 2 969 2 595 3 417 2 987 

9 5 122 4 506 2 980 2 619 3 430 3 015 

10 5 140 4 540 2 991 2 640 3 442 3 039 

11 5 152 4 567 1 836 1 627 2 114 1 873 

12 5 162 4 589 1 840 1 635 2 118 1 882 

13 5 168 4 604 1 842 1 640 2 121 1 888 

14 5 171 4 615 1 843 1 645 2 122 1 893 

15 5 170 4 629 1 843 1 649 2 122 1 899 

16 5 169 4 636 1 842 1 652 2 121 1 902 

17 5 163 4 635 1 840 1 652 2 119 1 902 

18 5 147 4 625 1 835 1 648 2 112 1 897 

19 5 124 4 606 2 981 2 680 3 432 3 085 

20 272 272 158 158 182 182 

21 264 264 94 94 108 108 

22 5 179 4 719 1 846 1 657 2 125 1 908 

23 5 145 4 564 1 282 1 124 1 476 1 294 

24 5 276 4 539 1 315 1 121 1 513 1 290 
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Appendix G – Affinity Laws calculation example 

The calculations below indicate the savings as per the York evaporators in Table 13. 

3

1 1

2 2

1
3

1
2 1

2

1
3

2

2

18055
125

18.42

P Q
P Q

QP P
Q

P

P kW

 
  
 

 
  

 

 
  

 



  

The potential savings of each pump is thus 36.58 kW (55-18.42). 

The total potential savings are 146.32 kW, as four pumps are available. 

 


