
Considerations for the implementation

of the radio interferometric positioning

system on a single wireless node

Dissertation submitted in fulfilment of the requirements for the degree

Master of Engineering in Computer Engineering at the Potchefstroom campus of the

North-West University

D.J. van der Merwe
20276826

Supervisor: M.J. Grobler

November 2011



Declaration

I, David Johannes van der Merwe declare that the dissertation entitled

“Considerations for the implementation of the radio interferometric positioning

system on a single wireless node” is my own original work and has not already been

submitted to any other university or institution for examination.

D.J. van der Merwe

Student number: 20276826

Signed on the 18th day of November 2011 at Potchefstroom.

ii



Acknowledgements

I would firstly like to thank my family, Riaan, Hestie and Estie for all their love and

support.

My study leaders, Melvin and Leenta for all their inputs, guidance and long hours

spent reviewing my work. Thank you, this would not have been possible without

you.

Joubert de Wet, for all his inputs regarding RIPS.

The rest of the Telenet research group, I truly enjoyed working alongside you these

past two years.

Finally, I would like to thank the Telkom Centre of Excellence for the financial support

provided by their bursary that made this research possible.

iii



Abstract

The ability to localise objects and persons is a useful ability, that is currently used in ev-

eryday life in the form of Global Positioning System (GPS) navigation. Localisation is

also useful in data networks. The ability to localise nodes in a network paves the way

for applications such as location based services, beamforming and geographic routing.

The Radio Interferometric Positioning System (RIPS), is a method originally designed

for localisation in wireless sensor networks. RIPS is a promising method due to the fact

that it is capable of localisation with high accuracy over long ranges. This is something

which other existing methods are not capable of.

RIPS makes localisation measurements in a different manner from conventional meth-

ods. Instead of making pairwise measurements between a transmitter and receiver,

RIPS uses sets of four nodes in each of its measurements. Furthermore, RIPS requires

multiple measurements to obtain the correct RIPS measurement value. This value is

referred to as a q-range. Multiple q-ranges are required in order to localise a node.

This creates overhead in terms of co-operation between the nodes participating in a

RIPS measurement.

The focus of this research is to provide a possible solution to this problem of overhead.

In this dissertation an investigation is launched into the considerations and benefits

of implementing RIPS on a single node. This is done by creating a conceptual design

for a single wireless node capable of implementing RIPS through the use of multiple

antennas. In order to test this conceptual device, a simulation model is created.

This simulation model is then validated, verified and used in experiments designed

to test the effects of certain design considerations and variables on the conceptual de-

vice’s localisation accuracy. The analysis of the results from these experiments shows

that the conceptual device’s use of multiple antennas makes RIPS sensitive to errors.

iv



Increasing the distances separating the conceptual device’s antennas is found to de-

crease this sensitivity to errors. This is shown to be caused by the distances separating

the antennas imposing limits on the range of q-ranges values that are possible, with

smaller distances resulting in smaller ranges of possible q-range values. It is also found

that the use of higher frequencies in RIPS measurements results in greater accuracy.

This is with the assumption that these frequencies can be accurately transmitted.

Keywords: Radio Interferometric Positioning System (RIPS), Localisation, Position Estima-

tion, Wireless Sensors, Multiple Antennas
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Chapter 1

Introduction

This chapter starts by providing a background for the research presented in this dissertation.

This background is divided into two sections, a general background and a background of the

Radio Interferometric Positioning System (RIPS). From this background a motivation for the

research is derived. Next, the problem statement is given and research goals are identified. Dif-

ferent issues that need to be addressed are also given. A methodology for achieving these goals

is given and finally, the structure of the remainder of the dissertation is laid out.

1.1 Background

1.1.1 General Background

The ability to localise objects and persons is a useful ability, that is currently used in

everyday life in the form of Global Positioning System (GPS) navigation. There are

also many applications that require localisation in data communication networks. Ex-

amples of such applications include location based services, geographic routing and

beamforming. Localisation also has applications in wireless sensor networks. In cases

1



Chapter 1 Background

where sensor networks require location information to accompany sensor measure-

ments, it is useful to have the sensor nodes dynamically determine sensor node posi-

tions. This eliminates the need to manually assign each sensor with a physical position.

Nodes in such sensor networks are often configured to function as wireless ad-hoc net-

works.

Wireless ad-hoc networks, just as the name implies, are defined by nodes communicat-

ing directly with each other in an ad-hoc fashion. Such networks provide advantages

in terms of how robust they are. Since multiple paths are provided for communica-

tion, wireless ad-hoc networks are able to respond to changes network topology and

keep nodes communicating. Commonly encountered wireless access points are usu-

ally used in infrastructure mode and are used as a last means of distribution. Although

these are not ad-hoc networks, the possibility for this infrastructure to be used in ad-

hoc networks exists according to [2]. This is because of the density of wireless access

points in urban environments.

Although ad-hoc networks provide possible advantages in terms of robustness, rout-

ing is still a major challenge in wireless ad-hoc networks in general. This problem

can possibly be solved through the use of nodes that are capable of performing local-

isation. Nodes in a wireless ad-hoc network are usually only aware of the network’s

logical topology. Although this is sufficient when it is only required to route data from

a source node to a destination node using conventional routing protocols, knowledge

of a network’s physical layout opens the door to the use of geographic routing.

Geographic routing has many advantages. Maintenance of routing tables and route

construction during forwarding is not required. This is due to the fact that routing

tables are not used in geographic routing. The role of routing tables is replaced by two

lists, with one containing the positions of a node’s physical neighbours and the other

containing the positions of possible destinations. When a source wants to send data

to a destination it compares the positions of its physical neighbours with that of its

intended destination. It then chooses the neighbour with the most favourable position
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metric as the next hop. This process continues until the data reaches its destination. [1]

Thus geographic routing is not computationally demanding and does not have large

overheads. This makes it highly scalable and therefore applicable in wireless ad-hoc

networks [3]. The use of the physical topology rather than just the logical topology also

provides additional metrics to use in the determination of the next hop [1]. However,

in order to use such a method, nodes need to know each other’s physical positions [4].

Many techniques exist to localise nodes in a network [4–6]. These techniques use differ-

ent kinds of mediums to make measurements, such as radio waves, ultrasonic sound

and infrared [4]. However, these existing techniques are limited in that they are either

accurate or possess the ability to function over long ranges, but not both simultane-

ously [7].

1.1.2 Background of RIPS

The Radio Interferometric Positioning System (RIPS), is a localisation method that

makes use of interferometry. It was first presented in [7]. RIPS was originally devel-

oped for use in wireless sensor networks and results provided from tests done using

RIPS are promising in terms of accuracy, with resolutions in the order of centimetres

and with ranges of up to 160 m [8]. It differs from conventional localisation techniques,

in that whilst conventional localisation techniques determine the pairwise distance be-

tween a receiver and a transmitter, RIPS measurements return a linear combination of

the distances between a group of four nodes denoted as dABCD. The combination of

distances dABCD, is called a q-range and is defined in (1.1).

dABCD = −dAC + dAD + dBC − dBD (1.1)

Where dXY is the notation for the distance between any two nodes, X and Y. In a RIPS

measurement, two nodes act as transmitters and the other two as receivers. Such a

measurement is illustrated in Figure 1.1 with nodes A and B transmitting and nodes C

and D receiving.
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Figure 1.1: Illustration of a RIPS q-range measurement, with nodes A and B acting as
transmitters while C and D act as receivers

The signals transmitted by the transmitter nodes create an interference signal. This

interference signal contains a component with a frequency of fe which is referred to as

the envelope or beat frequency. The envelope frequency is defined in (1.2).

fe = fA − fB (1.2)

Where fA is the frequency of the signal transmitted by node A and fB is the frequency

of the signal transmitted by node B. The component of the interference signal at the

envelope frequency also has a special property in terms of its phase. Its phase at the

receiver nodes, ϕC when measured at node C, is equal to the relative phase difference

between the two signals transmitted by nodes A and B. This relationship is given in

(1.3) for a measurement made at receiver node C.

ϕC = ϕAC − ϕBC (1.3)
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Where ϕAC and ϕBC are the phase values of the signals from nodes A and B measured

at node C. In a RIPS measurement each of the receivers, C and D measure the phase

of the envelope signal and determine the relative phase offset between these phases

defined as ϕABCD in (1.4).

ϕABCD = ϕC − ϕD (1.4)

Where ϕD is the phase of the interference signal measured at node D. The relative

phase, ϕABCD is then used to calculate the q-range. The q-range as defined in (1.1) is a

linear combination of the distances between each of the four receivers and transmitters.

Since the phases measured are dependent on the same linear combination of distances

they can be used to calculate the q-range.

However, there is a complication, in that the phase measurements only contain in-

formation about the distances travelled by the signals in the current signal period. The

distances travelled by the previously completed wavelengths of the signals cannot be

determined by a single set of phase measurements from the receiver nodes. Therefore

the q-range value cannot be determined from a single RIPS measurement.

This problem is called q-range ambiguity and can only be solved by making multi-

ple RIPS measurements using different transmitter frequencies and using the bounds

set by these measurements to determine the correct q-range value. Thus the calculation

of a single q-range value requires multiple RIPS measurements.

Furthermore, in order to determine the individual distances that make up the q-range

values, multiple q-ranges must be determined using different combinations of receivers

and transmitters in such a way that the resulting q-ranges are linearly independent.

This must be done in order to have enough linearly independent equations to solve

the distance variables that make up each q-range. Once these distances have been

solved they can be used to determine the positions of individual nodes in the network.

As previously stated, results from tests done using RIPS show that it is capable of

high degrees of accuracy [8]. However, RIPS requires multiple q-ranges to determine
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node positions and multiple measurements to determine individual q-ranges. Each of

these measurements requires co-operation between four nodes in terms sharing mea-

surement results and synchronisation for phase measurements. The nodes used to pro-

duce these q-ranges must also be chosen correctly so that they are linearly independent

and thus solvable. All of this co-operation between nodes, increases the measurement

overhead. [9].

A solution that requires only one node to localise other nodes in the network would

bypass many bottlenecks caused by conventional cooperative localisation [10]. This is

especially true in the case of RIPS. If RIPS could be implemented using a single node,

this overhead could be reduced. However, RIPS relies on measurements taken from

different points. This problem can be overcome if a node is used that has multiple

antennas. These antennas could then provide different points for measurements to

be made from, with each antenna acting as an individual node would when RIPS is

implemented in the conventional sense. This concept is illustrated in figure 1.2.

Figure 1.2: An illustration of RIPS being implemented on a single device with multiple
antennas
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It should be noted that although such a device would have multiple outputs and multi-

ple inputs, it need not necessarily be a Multiple-Input Multiple-Output (MIMO) device

in the conventional sense. This is because abilities commonly associated with MIMO

devices, such as spacial multiplexing and spacial diversity [11], would not be a re-

quirement for such a multiple antenna device using RIPS. The only requirement for

the proposed multiple antenna device would be that it needs to be able to implement

RIPS by having its antennas act as individual nodes would in RIPS. The requirements

resulting from this are investigated further in this dissertation.

1.2 Motivation for Research

In section 1.1.1, it is explained that localisation is a useful ability, especially in wireless

ad-hoc networks as it is an enabler for geographic routing. It is then argued that RIPS

is a promising means of localisation due to its accuracy and long range. It is also shown

that RIPS has large overheads in terms of co-operation between nodes. This is due to

the number of measurements required to localise nodes and the fact that each individ-

ual measurement requires the participation of four nodes. The implementation of RIPS

on a single node with multiple antennas is then identified as a possible solution to this

problem.

The antennas on such a device would have fixed positions and therefore the distances

between them would be constant and known. This would mean that more of the dis-

tance values that make up the q-ranges would already be known, even before mea-

surements are made. Therefore less q-ranges would be required to solve the remaining

unknown distances between the antennas on the single multiple antenna node and the

node it is attempting to localise, hence forth referred to as the Node of Interest (NOI).

This idea can be clarified by referring to figure 1.2. In the case presented in figure

1.2, the three antennas on the device are acting as nodes A, B and C would, in the case

presented in figure 1.1. The NOI is shown as node D in figure 1.2. In this case the
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q-range dABCD as defined in (1.1) consists of two known distances, dAC and dBC, and

two unknown distances, dAD and dBD. Thus half of the values making up the q-range

are already known.

With such a device the co-ordination required between nodes to produce linearly inde-

pendent q-ranges could also be less, since a single device would be fulfilling the role of

multiple nodes. There would be no need to use wireless communication to negotiate

which of the antennas would act as transmitters or receivers for the current measure-

ment to produce linearly independent q-ranges.

Such an approach could also have benefits in terms of individual q-range measure-

ments. Less synchronisation would be required since the “nodes“ are now on the same

device. With synchronisation only being required between the multiple antenna device

and the NOI. The antennas on the multiple antenna device would have direct access

to the same reference time.

Therefore the implementation of RIPS on a single device using multiple antennas could

be a solution to the overheads in RIPS in terms of co-ordination and synchronisation

between nodes, as well as the number of q-ranges required to localise the NOI.

1.3 Problem Statement, Research Goal and Scope of Work

There are many uses for localisation in wireless ad-hoc networks. RIPS is a method

that can provide this capability and can possibly be improved by being implemented

on a single node. The research problem and goal can thus be stated as the following:

Research Problem: Investigation into the considerations and benefits of implement-

ing RIPS on a single wireless node.

Research Goal: To develop a conceptual design for a node capable of implementing
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RIPS to localise other nodes with minimum co-operation and to test this system by

means of simulation.

Scope of Work: The scope of this research is limited to experimentation by use of a

simulation model. Practical experiments using physical hardware are not conducted.

The simulation model will be used to investigate the effects of RIPS measurements

made from points which are separated by a distance of a metre or less on the locali-

sation accuracy of RIPS. This will provide insight into whether the implementation of

RIPS on a single multiple antenna node is viable or not.

1.4 Issues to be Addressed

To achieve the goal set for the research the following issues need to be addressed:

• A high level conceptual design of a node that is capable of localisation using RIPS

with minimum co-operation from other nodes;

• A simulation model of the conceptual design;

• Determination of conceptual design viability through simulation.

1.5 Research Methodology

The research methodology followed is illustrated in figure 1.3. This methodology is

broken down into steps that are discussed in the following sections.
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1. Literature

study

2. Conceptual 

design

3. Detail design of 

simulation model

6. Observe and 

interpret results

7. Draw 

conclusions and 

make 

recommendations

4. Validate and 

verify simulation 

model

5. Design 

experiments for 

simulation model

Figure 1.3: An illustration of the research methodology followed

1.5.1 Literature Study

A literature study is done regarding radio localisation in general as well the various

uses for localisation. This provides greater insight into the field of localisation in gen-

eral. This literature study continues with an in depth study of RIPS. The entire process

that RIPS follows from the initial measurements to the processing of these measure-

ments into NOI positions is discussed in detail.
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1.5.2 Conceptual Design

Knowledge gained from the literature study is then used to create a high level concep-

tual design for a single node that is capable of implementing RIPS, as stated in section

1.4.

1.5.3 Detail Design of Simulation Model

From the conceptual design a detail design for a simulation model is created based

on the conceptual design. This detail design encompasses a high lever design of the

simulation model that breaks the simulation model into functional sections. These

sections are then described in further detail, through the use of pseudo code.

1.5.4 Validation and Verification of Simulation Model

The simulation model is implemented in MATLAB. This is then validated and verified

using methods specifically designed for the validation and verification of simulation

models, as given in [12].

1.5.5 Design Experiments for Simulation Model

Experiments are designed to evaluate the conceptual device. These experiments are

designed to test the impact of specific variables and design choices on the localisation

accuracy of the conceptual device.

1.5.6 Observations and Interpretations

Observations are then made from the results of the experiments. This is done with the

aim of identifying patterns in the results in terms of the system’s accuracy. Once iden-
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tified these patterns are interpreted by explaining them in terms of the fundamental

theory of RIPS, which the system is based on.

1.5.7 Conclusions and Recommendations

The interpretations made are then used to draw conclusions about the proposed sys-

tem’s viability and recommendations are made for possible further research.

1.6 Dissertation Structure

The remainder of this dissertation is structured in the following way: In chapter 2

the literature study regarding localisation and its general applications is given. The

literature study is continued in chapter 3 through a detailed study of RIPS. In chapter

4 an alternative solution for q-range ambiguity is presented.

In chapter 5 a conceptual design for a multiple antenna device using RIPS is developed

using the knowledge gained from the literature study. The detail design of the simu-

lation model of the conceptual device is given in chapter 6. This simulation model is

then verified and validated in chapter 7. Once the simulation model has been verified

and validated, the experimental methodology is developed in chapter 8. The results

from these experiments are then presented in chapter 9 along with observations made

from them. In chapter 10 interpretations are made that explain the observations made

from the results for the experiments done. Finally, these interpretations are used to

make conclusions and recommendations for future work in chapter 11.
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Literature Study

In this chapter a literature study is done regarding localisation and applications that require the

positioning information supplied by localisation. In the section on localisation two aspects of

localisation are studied, the different methods of making localisation measurements and the dif-

ferent methods of how these measurements are processed into useful positions. Three different

fields that make use of location information are studied: beamforming, location based services

and geographic routing. Finally, a brief overview of possible hardware considerations for the

conceptual device is given.

2.1 Localisation

2.1.1 Definitions

To avoid any confusion a few, possibly ambiguous terms that are common in the liter-

ature regarding localisation must first be defined.

Definition 1 Localisation is the determination of the position of an object. This position
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can either be relative or absolute. Only position is determined, movement is not.

Definition 2 Accuracy is a metric defining how close a determined position is to the true

position.

Definition 3 Node of Interest(NOI) is a node of which the position is to be determined by

localisation.

Definition 4 Relative Position is a position that is relative to another node.

Definition 5 Absolute Position is a position that is not dependent on the position of an-

other node.

This section of the literature study first studies localisation in general. Localisation can

be viewed as a two step process. Firstly, physical measurements are made, the results

of these measurements contain information about the position of the NOI, but not the

NOI’s position itself. In order to extract this information a location information pro-

cessing method must be used. Therefore this section of the literature study is further

divided into two sections. In section 2.1.2 different types of localisation measurements

are studied. Different location processing methods are then studied in section 2.1.3.

2.1.2 Localisation Measurements

Different basic methods exist for gathering information about the position of a NOI.

These can be divided into two groups: Those that determine the direction between a

pair of nodes and those that determine the direction from one node relative to another.
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Angle of Arrival

Angle of Arrival (AOA) measurements, determine the direction from which a received

signal originated relative to a receiver. Two AOA measurements or an AOA along with

a Time of Arrival (TOA) measurement are enough to determine the two dimensional

position of a signal’s origin [13].

The majority of AOA measurements make use of antenna arrays. Antennas on such an

array are spaced a fraction of a wavelength apart and placed in specially designed ge-

ometric arrangements. An incoming signal reaches antennas on the array at different

times. Therefore the antennas will measure slightly different time and phase delayed

versions of the same signal. This concept is illustrated in figure 2.1. In figure 2.1 there

is an array of three antennas measuring a signal. Since the signal’s direction of propa-

gation is at an angle with respect to the array, each of the antennas measure different

stages of the signal, as is indicated by the dotted lines emanating from the antennas

in figure 2.1. These time and phase delays in the different versions of the signal mea-

sured by each of the antennas contain information about the signal’s AOA. Therefore

the AOA can be determined from them using specially designed AOA algorithms. [14]
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Figure 2.1: A graphic depiction of the basic concept behind AOA

AOA measurements are unreliable indoors as well as in urban environments [13]. This

is because AOA is very sensitive to the effects of multipath. Multipath conditions are

caused by signals reflecting from obstacles and creates signal components that arrive

at the receiver with an increased propagation delay and at a different angle [15]. This

difference in angle causes problems for AOA measurements.

Time of Arrival

If the propagation speed of the medium is known and the transmitter and receiver have

Line of Sight (LOS), the propagation delay of the signal can be used to determine the

distance between a transmitter and receiver. For radio signals this speed is assumed

to be c, which is the speed of light in a vacuum. To make such a measurement there

has to be synchronisation between the receiver and the transmitter. This is required to
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determine the signal’s time of flight by subtracting the the time of transmission from

the time of arrival.

Figure 2.2: A graphic depiction of the basic concept behind TOA

The concept behind TOA is illustrated in figure 2.2. In figure 2.2 there is a transmitter

and a receiver that have LOS and possess internal clocks that are synchronised and

therefore provide them with the same reference time. The transmitter transmits a ra-

dio signal and the receiver measures the Direct Path (DP) signal that travelled along

the LOS. If the times of the signal’s transmission and arrival are known, the difference

between them along with the assumed propagation speed can be used to calculate the

straight line distance between the receiver and transmitter. This method has advan-

tages over AOA and Radio Signal Strength (RSS) methods in that its variance does not

increase with distance [14]. However, it is sensitive to the effects of multipath and any

changes in a signal’s propagation speed.

There are three main effects that this measurement method is sensitive to, these are

multipath interference, obstacles and blockage. The effect of multipath is also illus-

trated in figure 2.2. In figure 2.2 a Multi Path Component (MPC) is shown alongside

the DP signal. The MPC travels along a longer path than the DP, therefore its propaga-

tion delay will be longer and the distance calculated with TOA will be greater than the

true DP distance. As long as the DP signal is stronger that the strongest MPC to such
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an extent that the receiver can identify it, the TOA method will still function correctly.

If this is not the case, TOA breaks down.

The second effect is caused by obstacles along the DP. When the signal passes through

an obstacle its propagation speed is slower than c. This causes the propagation delay

to increase and therefore an overestimation in the distance between receiver and trans-

mitter. Finally, there is the effect of blockage. Blockage occurs when the DP signal is

completely blocked by an obstacle, leaving only MPCs arriving at the receiver. The

effects of such a case are much greater than those of the two previously mentioned

cases. [13]

Time Difference of Arrival

Time Difference of Arrival (TDOA) is based on the same principles as TOA, with the

assumptions once again made that the received signal is a DP signal and that its prop-

agation speed is equal to c. The difference is that TDOA aims to measure the difference

in the arrival time of a signal sent from a single transmitter at two spatially separated

receivers. This essentially boils down to measuring the difference in distance between

the transmitter and the two receivers. [14]

TDOA measurements can be achieved in two different ways. The first way is to have

the two receivers measure the TDOA directly. This approach is illustrated in figure

2.3. In figure 2.3 the two receivers each measure the incoming signal’s TOA. They then

compare these times to work out the TDOA and can then calculate the difference in dis-

tance from this. For the receivers to be able to compare each of their TOA, they need to

synchronised, working from the same time reference. This is illustrated in figure 2.3,

through the clock that the receivers both use as a reference for time. [14]
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Figure 2.3: A graphic depiction of the basic idea behind TDOA

The second approach is to simply use two separate TOA measurements using the same

transmitter. The drawback to such an approach is that it requires double the synchro-

nisation to take place. This is due to the fact that each of the receivers would need to

be synchronised with the transmitter in such a case. [14]

Phase of Arrival

Phase of Arrival (POA) measurements are also related to TOA, in the assumption that

the received signal reaches the receiver by travelling along a direct path [16]. POA

measurements also aim to determine the distance between the receiver and transmit-

ter. The difference between the two is that while TOA determines this distance by

measuring a signal’s Time of Flight (TOF), POA achieves this by measuring a signal’s

phase.
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An illustration of a POA measurement is given in figure 2.4. In figure 2.4 the receiver

measures the phase of the signal sent by the transmitter. If the signal’s wavelength, λ,

is known this phase measurement can be converted into the distance travelled by the

signal from its last completed wavelength using (2.1).

dϕ =
ϕmeasured

2π
(2.1)

Where dϕ is the distance travelled by the signal in its last wavelength before reaching

the receiver and ϕmeasured is the phase value measured by the receiver. If the distance

separating the receiver and the transmitter is less than than λ, the converted phase

measurement will be equal to this distance. However as can be seen in the scenario

illustrated in figure 2.4, if this distance is greater than λ the signal completes a k num-

ber of wavelengths before it reaches the receiver. If the value of k is known it can be

used along with the phase measurement to calculate the complete distance between

the receiver and transmitter.

Figure 2.4: A graphic depiction of the basic idea behind POA

However, there is no way of determining the value of k from a single POA measure-

ment. This is one of the main shortcomings of using the POA to determine distances.

POA is also known to be unreliable in indoor environments [13].

20



Chapter 2 Localisation

Received Signal Strength

The power density of an electro magnetic wave is inversely proportional to the distance

that it has travelled [13], this effect is called signal attenuation. A RSS measurement

measures the power density of a signal, therefore such a measurement can be used by

a receiver to calculate the distance travelled by a signal from receiver to transmitter.

However, signal attenuation is dependent on the signal’s propagation environment.

Therefore a receiver using a RSS measurement to determine this distance must make

use of a propagation model. A propagation model predicts the signal attenuation that

will occur based on the environment. Propagation models exist for environments such

as indoors, outdoors, built up and rural. The RSS method is vulnerable to large and

small scale fading [14] and its accuracy is dependent on the chosen propagation model.

Although the RSS method is less accurate than AOA and TOA there are advantages in

that RSS measurements can be made using simple hardware and without the use of

complex timing protocols [16].

2.1.3 Location Information Processing Methods

In section 2.1.2 methods for gathering location information were discussed. Informa-

tion gathered from such measurements do not yield the position of a NOI, only rela-

tive distances and directions. In order to determine the actual position of the NOI, this

information must be processed using a location information processing method. In-

formation processing methods require multiple measurements usually from multiple

locations, in order to determine a NOI’s position.

Location information processing methods can be divided into two groups, multilat-

eration and multi-angulation. Multilateration makes use of distance values and is thus

associated with TOA, TDOA, RSS and POA. Multi-angulation uses directions to deter-

mine positions and therefore makes use of AOA measurements. It is also possible to

use a combination of angulation and lateration to determine the NOI’s position.
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Rho Theta

Rho theta, is the exception in the location information processing methods studied

in this section. Although it requires two measurements, these measurements must

be made from the same point. All other methods covered require different points of

measurement to be used. The concept behind rho theta is illustrated in figure 2.5. Rho

theta requires different types of measurements. Firstly, it requires a metric defining the

direction of the NOI relative to the point of measurement. This is provided by an AOA

measurement. Secondly it requires the distance between the point of measurement and

the NOI. This distance can be obtained through the use of many different localisation

measurement methods, such as TOF, RSS or POA. [16]

Figure 2.5: An illustration of the rho theta location information processing method

This distance defines a locus containing all the possible positions of the NOI, as can

be seen in figure 2.5 in the form of a circle. This circle has the point of measurement

at its centre and a radius equal to the distance between the NOI and the point of mea-

surement, ρ. The angle provided by the AOA measurement also defines a locus for
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the NOI position. This locus takes the form of a straight line originating at the point

of measurement and passing through the NOI position. This can also be seen in figure

2.5, with the AOA given as θ. The NOI’s position can then be found where these two

positions intersect.

Theta Theta

The theta theta method only makes use of AOA measurements and can therefore be

referred to as an angulation method. Two such measurements are required, from two

different points of measurement with known positions as is illustrated in figure 2.6.

Once again, these two AOA metrics define loci for the NOI’s position that take the

form of straight lines originating from each point of measurement. The AOA’s are

shown in figure 2.6 as θ1 and θ2. The NOI is then located at the intersection of these

two lines. [16]

Figure 2.6: An illustration of the theta theta location information processing method
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Rho Rho

The rho rho method only makes use of measurements that result in the distance be-

tween the point of measurement and the NOI being known, such as TOA, RSS and

POA. Since rho rho only uses distances, it is referred to as a lateration method. This

method is illustrated in figure 2.7. It can be seen from figure 2.7 that rho rho requires

three different points of measurement, each with a known position. Each one of the

measurements made from these points defines a locus for the NOI’s possible positions

in the form of a circle. Each of these circles has a radius that is equal to its defining

distance. These distances can be seen in figure 2.7 as ρ1, ρ2, and ρ3. The NOI is then

located at the intersection of these three circles This method is also commonly referred

to as Trilateration. [16]

Figure 2.7: An illustration of the rho rho location information processing method
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Hyperbolic Trilateration

Hyperbolic trilateration is the only method covered in this section that makes use

of TDOA measurements. The points of measurement used in the TDOA must have

known positions. A hyperbola can be defined as the locus of points where the dif-

ference in distances to two specific points has a constant value. Such a difference of

distances can be obtained through a TDOA measurement. This value can then be used

to define a hyperbola that is a locus of all the possible positions of the NOI. This hy-

perbola then has the two points of measurement used in the TDOA measurement as

its foci. This concept is illustrated in figure 2.8. [16]

Figure 2.8: An illustration of the hyperbolic trilateration location information process-
ing method

In order to determine the NOI’s position two such hyperbolas are required. Another

hyperbola can be generated by adding a third point of measurement with a known
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position. This third point of measurement is used with one of the other two points to

make another TDOA measurement. The second measurement defines a second hyper-

bola and the NOI is then located at the intersection of the two hyperbolas, as can be

seen in figure 2.8. [16]

2.2 Applications for Localisation

In this section a study is made of applications that require localisation. Three fields of

application are studied, beamforming, location based services and geographic routing.

The scope of the study includes the basic working of these applications and what they

require in terms of localisation.

2.2.1 Beamforming

Beamforming is a term for techniques that maximise or minimise signals received from

a specified direction. This is done by manipulation of the phase and amplitude of

signals received at multiple antennas and then adding them together. This requires

information about the direction of an incoming signal as can be provided by localisa-

tion. [17]

Conventional beamforming works by altering the phase of a signal that has been re-

ceived by the antennas of a multiple antenna device. If the signal is narrowband the

versions of a signal that are received by the different antennas only differ in terms of

phase. If the signal’s direction of arrival is known these shifts in phase can be compen-

sated for, bringing the signals into phase. Once this has been done they can be summed

and scaled depending on how many versions of the signal were summed. The use of

this method increases the Signal to Noise Ratio (SNR) by a factor equal to the number

of antennas used for ambient noise. However when noise is directional this advantage

is lost. [17]
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Null steering beamforming can be used to cancel out directional noise, effectively ig-

noring signals coming from a certain direction. One of the most basic forms of null

steering beamforming is to use conventional beamforming to isolate directional noise

and then subtract this from the receiver output. [17]

Beamforming is referred to as adaptive when the ability exists to dynamically steer

signals. Dynamic steering means that the beam is moved to follow a moving object.

This can be useful in the case of mobile devices, but adaptive beamforming is compu-

tationally intensive. This means that it is usually confined to use by devices that have

enough processing power and are therefore not very mobile. [11]

2.2.2 Location Based Services

Location based services are services that are provided based on the physical position

of an object or user. These services can either be requested by the user (pull), such as

a request for the address of the nearest restaurant or sent to the user without a request

(push), such as an emergency information when approaching the scene of a traffic

accident [18]. From a user’s perspective location based services can be divided into

three categories:

• Services that provide information to the user, based on where the user is;

• Services that provide information about where other objects or users are;

• Services that regulate access to resources.

Firstly, services can provide information based on where a user is at the moment. In-

formation such as security alerts and public safety announcements can be provided to

dynamically warn users when they approach a dangerous area. News and weather

forecasts that are most relevant to the user’s location can be requested. Users can re-

quest walking or driving directions to the locations of services such as banks, shops

27



Chapter 2 Applications for Localisation

etc., that are in proximity to the user’s location. The relevance of the information pro-

vided by such methods is dependent on how accurate the user’s position is, though

the type of information also determines the accuracy requirements. For example, news

and weather would usually require the general area of the user, such as the city or

municipality that the user is currently located in. Driving directions on the other hand

would require more accuracy, such as the exact street address of the user’s current

location. [18]

Secondly, services can provide information about where other objects or users are. In

such cases the position of the user is not of primary importance, but the location of the

object or person that information is being requested about is. Services such as this are

used for tracking fleets of vehicles, monitoring assets and logistics. [18]

Finally, services can control access to resources. The inclusion of location information

in access control can lead to more efficient use of shared resources. For example re-

quests by users to resources such as printers can be routed to the nearest available

printer. Security can also be enhanced by allowing or denying access based on where

they are [19]. For example users can be blocked when trying to access resources from

outside a business’s premises.

2.2.3 Geographic Routing

Geographic routing protocols, are routing protocols that use the positions of nodes in

a network to route data from source to destination [1]. Such routing protocols promise

to be highly scalable due to computational simplicity, low maintenance overhead and

no route discovery overhead [3]. This scalability identifies geographic routing as a pos-

sible solution to the routing problems experienced in ad-hoc networks [1].

Geographic routing protocols achieve low maintenance overhead by not making use of

routing tables. The role of routing tables in conventional routing protocols is replaced

by two lists, one containing the positions of a node’s physical neighbours and one con-
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taining the positions of destination nodes. The destination list can either be centralised

or distributed. When a source wants to send data to a destination, it does not require

any prior route discovery. It compares the destination’s position with the positions

of its neighbours and chooses the one that possesses the most favourable geographic

metric as the next hop. Each next hop node does the same until the data reaches its

destination. [1]

It can be argued that the process localising nodes in the network should be seen as

part of geographic routing’s overhead. However localisation has many other uses as

has been shown in this chapter. If localisation is a function that already exists in a

network, this can simply be further exploited through geographic routing and cannot

simply be seen as a routing overhead. [1]

The lists that contain the locations of a node’s neighbours do constitute a maintenance

overhead. These lists are usually maintained by nodes periodically broadcasting their

positions, this is referred to as beaconing. Due to the need for beaconing, geographic

routing is not ideal in situations where nodes in a network move around, such as in

a Mobile Ad-Hoc Networks (MANETs) [3]. However the need for beaconing can be

circumvented through the use of a Beaconless Routing (BLR) protocol. BLR protocols

eliminate the need for a neighbour table by simply broadcasting data to all its neigh-

bours. Further excessive broadcasting by each of these neighbours is avoided by hav-

ing neighbours wait before data is forwarded further by once again broadcasting. The

time that a neighbour waits to broadcast is dependent on how close it is to the destina-

tion. The closer it is the shorter the waiting time. Ideally there is one neighbour with

a position that is the closest to the destination and when it broadcasts first, the other

nodes detect this and drop their data. However, the broadcasting that BLR protocols

rely on does create an additional overhead. [1, 20]

Geographic routing protocols have two methods of forwarding, geographic forward-

ing and secondary forwarding strategies. Geographic forwarding methods use geo-

graphic metrics to choose the next hop. There are three main methods of geographic
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forwarding, Greedy, Most Forward Progress (MFR) and Compass. Greedy forwarding

forwards data to the neighbour node that is the closest to the destination. MFR chooses

the next hop neighbour that provides the most forward progress.

The concept of most forward progress can most easily be explained by a sports analogy.

In team sports played on a field, such as soccer, rugby or American football, a player is

said to be winning field when he or she moves forward in the general direction of the

opposing teams goal. Most forward progress is the same as winning field in such cases.

Compass selects the next hop that is located in a direction that is closest to the di-

rection of the destination. A case illustrating how each of these three methods function

is given in figure 2.9. [1]

Figure 2.9: An illustration next hop choices using Greedy, MFR and Compass [1]

In figure 2.9 there is a destination node and a source node. The source node has three

neighbouring nodes A, B and C. If greedy forwarding is used, the source node would

choose neighbour node B as its next hop, due to it being the closest to the destination.

If MFR is used, node C would be chosen as the next hop, as it has the greatest progress

in the direction of forward progress, as shown in figure 2.9. Finally, if Compass is

used the chosen next hop would be node A, as it has a direction from the source that is

closest to that of the destination. All of these methods break down when faced with the

problem of a local minima. The case of a local minima is illustrated in figure 2.10. [1]
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Figure 2.10: An illustration of a local minima in geographic forwarding [1]

The local minima is represented as node X in figure 2.10. If any of the geographic

forwarding methods discussed would reach this node they would break down since

there are no neighbours that fit their metrics for next choice in range. These geographic

forwarding methods reach a point where they cannot continue. In such a case the geo-

graphic protocol would switch to its secondary forwarding strategy. [1]

Secondary strategies are used to enable routing to continue when a local minima has

been reached. Such strategies include face traversal and depth first search. The area

around a local minima is a void where there are no nodes. Face traversal strategies

attempt to move around the edge of this void in order to reach the destination. Depth

first search handles local minima by going back to the previous hop and then selecting

a new next hop node ignoring the local minima that was chosen previously. [1]

2.3 Hardware Considerations

As stated in the definition of scope in section 1.3, this research is not concerned with

experimentation on physical hardware. However, in this section a brief overview of

different aspects to consider when constructing the conceptual device is given in order

to provide a greater level of depth to the literature study.

The conceptual device is a single node with multiple antennas which uses RIPS to
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localise other nodes. In order to achieve this the device needs to be able to have its

antennas transmit and receive independently. Therefore, each antenna would need its

own transceiver, with each of these transceivers being controlled by the conceptual de-

vice.

Next, the type of antenna to be used by the device would need to be considered. In

order to implement RIPS, the antennas would need to have an omnidirectional propa-

gation pattern. However, there are many different antenna types which produce om-

nidirectional propagation patterns, such as: monopole, ground plane and dipole an-

tennas. Thus a choice of antenna must be made by taking into account the conceptual

device’s form factor. Most wireless routers make use of quarter wavelength monopole

antennas, due to their compact design. Therefore, such an antenna would be the logi-

cal choice for the conceptual device.

Finally, the device’s antennas need to be placed in such a way that near field coupling

does not occur. In other words in order that they are not within each other’s near fields.

The boundary between an antenna’s far and near fields is dependent on the transmis-

sions frequency’s wavelength. Therefore antennas can be kept outside each other’s

near fields by adjusting either the distance separating the antennas or the transmission

frequency of the antennas.

2.4 Chapter Conclusion

In this chapter a literature study was done regarding localisation and its uses in wire-

less networks. Methods of performing localisation measurements as well as methods

for processing localisation measurements into usable positions were studied. Applica-

tions for localisation that were studied included location based services, beamforming

and geographic routing. Finally, a brief overview of hardware considerations for the

conceptual device was given. The knowledge gained in this chapter forms a basis for

chapter 3, where a literature study specific to RIPS is conducted.
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RIPS

In this chapter a discussion of how RIPS functions is presented by means of the fundamental

theory that RIPS is based on. Firstly, the basics behind a RIPS measurement are explained. This

is followed by an explanation of the problem presented by q-range ambiguity and how this has

been solved in previous applications of RIPS. Finally, the methods by which obtained q-ranges

are processed into actual NOI positions are discussed.

3.1 RIPS Measurement

The theory presented in this section was first presented in [7]. In order to explain a

RIPS measurement a scenario is created were there are four nodes. These nodes are

referred to as nodes A, B, C and D. RIPS measurements start with two nodes, in this

scenario A and B, transmitting sine waves. A very basic illustration of this is given in

figure 3.1.
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Figure 3.1: Illustration of a RIPS q-range measurement, with nodes A and B acting as
transmitters, while nodes C and D act as receivers

Each transmitter uses a slightly different frequency. The difference between these fre-

quencies is important because it creates an envelope frequency, which will be discussed

further on. The signals sent by the transmitting nodes can be described by (3.1).

s(t) = acos(2π f t) (3.1)

Where s(t) is the signal transmitted, a is the amplitude of the signal, f is the transmis-

sion frequency and t is the instance of time. The two signals from the two transmitters,

A and B, cause an interference signal that is measured by two receiver nodes, in this

scenario, nodes C and D. For a set of four nodes A, B, C and D with A and B transmit-

ting and C and D receiving, the interference signal at a receiver C caused by the two

signals from A and B is then given by (3.2). The same can easily be done for node D.

IC(t) = aACcos(2π fAt + ϕAC) + aBCcos(2π fBt + ϕBC) (3.2)
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Where aAC is the amplitude of the signal transmitted by node A at node C and aBC is

the amplitude of the signal transmitted by node B at node C. IC(t) is the interference

signal measured at node C and ϕAC is the phase offset of a signal transmitted by A and

received by C. This value can be calculated by using (3.3).

ϕAC = −2π fA(
dAC

c
) (3.3)

Where c is the speed of light in free space and dAC is the distance between nodes A and

C, this notation is used for all distances between nodes. The phase offset for the signal

transmitted by B and received by C, ϕBC is calculated by (3.4).

ϕBC = −2π fB(
dBC

c
) (3.4)

Where dBC is the distance separating nodes B and C. These phase offsets are what RIPS

relies on to function. The envelope frequency fe, created by the two interfering sine

wave signals is given by (3.5).

fe = fA − fB (3.5)

This frequency is important because it is the part of the interference signal that is to be

measured. The envelope frequency is much lower than the carrier frequency fc. This

can be seen from the definition of the carrier frequency (3.6).

fc =
fA + fB

2
(3.6)

Because of this, the envelope frequency can be measured with simple, low cost equip-

ment [7]. The envelope frequency’s phase offset is what is measured in RIPS for locali-

sation. This phase offset has a value that is equal to the difference between the phases

of the two signals originally transmitted by the transmitter nodes. It is therefore called

a relative phase offset. The relative phase offset measured at node C is defined in (3.7).

ϕC = ϕAC − ϕBC (3.7)

The relative phase offset measured at node D, ϕD can easily be written in the same

manner in (3.8).

ϕD = ϕAD − ϕBD (3.8)
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Where ϕAD is the phase offset of the signal transmitted by node A and measured at

node D. The phase offset ϕBD, is the phase offset of the signal transmitted by node B

and measured at node D. With two of these relative phase offsets measured respec-

tively at receiver nodes C and D, the difference between these two values can be cal-

culated. This difference contains information about the distances between the four

nodes, that can be used for localising nodes. This can be seen by expanding it in terms

of individual phase offsets as shown in (3.9).

ϕC − ϕD =(ϕAC − ϕBC)− (ϕAD − ϕBD)

=(−2π fA(tA +
dAC

c
) + 2π fB(tB +

dBC

c
))

− (−2π fA(tA +
dAD

c
) + 2π fB(tB +

dBD

c
))

=
2π

c
( fA(dAD − dAC) + fB(dBC − dBD)

(3.9)

This can be rewritten as (3.10)

ϕC − ϕD = 2π
dAD − dBD + dBC − dAC

c
fc

+ 2π
dAD − dAC − dBC + dBD

c
δ

(3.10)

The variable δ is defined in (3.11).

δ =
fe

2
(3.11)

If it is assumed that the two transmitter frequencies have a separation in the order

of kilohertz the second term in 3.10 can be ignored [7]. This results in the following

simplification (3.12).

ϕC − ϕD = 2π
dAD − dBD + dBC − dAC

c
fc

(3.12)

The q-range, is denoted as dABCD. The notation of the q-range is written in such a

manner that the subscript of dABCD contains all the nodes used to create the q-range.

The first two nodes listed in the subscript act as transmitters while the second two act

as receivers. The q-range for this case is defined in (3.13).

dABCD = dAD − dBD − dAC + dBC (3.13)

Thus (3.12) can be rewritten as (3.14) to calculate the q-range, with λC being the wave

length of the carrier frequency.

dABCD = ϕABCD
λc

2π
(3.14)
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Where ϕABCD is given by (3.15).

ϕABCD = ϕC − ϕD (3.15)

The q-range is the output of a RIPS measurement. Since it is a linear combination of the

distances between the nodes used in the RIPS measurement, it can be used to localise

these nodes. But in order to do this, these individual distances must be solved from a

q-range. This can be done by making additional measurements using different com-

binations of nodes in order to generate additional q-ranges. This is done in order to

create a set of linearly independent q-ranges, that can be used to solve the individual

distance values that the q-ranges are comprised of. The linear independence of these

q-ranges is determined by the choice of nodes used to make the RIPS measurements.

A guide to choosing nodes for measurements is given in [21]. An iterative algorithm

for the collaboration of nodes in RIPS in terms of distributing positions and obtaining

the correct q-ranges allowing them to solve their own positions is given in [9].

Then, finally it should be taken into account that the signals could have completed

a number of cycles before reaching the receivers, adding a k number of wavelengths to

the distance. This is a problem in localisation that makes use of phase measurements

and was also discussed in section 2.1.2. In RIPS this leads to a problem called q-range

ambiguity and is taken into account in (3.16)

dABCD = ϕABCD
λc

2π
+ nλc, nεZ (3.16)

Where n is an integer number caused by the k number of wavelengths completed by

each of the two transmitter frequencies before reaching the receiver nodes C and D.

The q-range calculated by (3.16) is the true unambiguous q-range. Q-range ambiguity

poses a problem when making q-range measurements, since n can have any integer

value both positive or negative. This limits the use of RIPS to frequencies that have

wavelengths greater than the maximum distance between two nodes. However, a

method for solving this problem is given in [8]. This method is discussed in section

3.2, along with another method based on Chinese Remainder Theorem.
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3.2 Q-range Ambiguity Solution

3.2.1 Test All Combinations

This method was first presented in [8]. This solution for q-range ambiguity relies on

setting a limit on the range of possible q-range values. To do this there is referred back

to (3.16). If (3.16) is rewritten in terms of n, (3.17) is obtained.

n =
dABCD − ϕABCD

λc

2π
λc

(3.17)

When looking at (3.17) it can be seen that if the q-range has a limited range of values

then n will have a limited set of possible values as well. Due to the practical constraints

imposed by node communication range there is a limited range of possible values for

a given q-range. By assuming a maximum communication distance of dmax, the range

of possible q-range values can be defined as (3.18).

(−2dmax; 2dmax) (3.18)

This can be explained by referring to (3.19).

dABCD = dAD − dBD − dBC + dAC (3.19)

If distances dBC −→ dmax and dAD −→ dmax and distances dAC → 0 and dBD → 0 , it can

seen from (3.19) that dABCD −→ 2dmax. This gives the upper bound. The lower bound

is given by having distances dAC → dmax and dBD → dmax and distances dBC −→ 0 and

dAD −→ 0. This results in (3.19) delivering dABCD −→ −2dmax.

Now using these limits (3.17) can be rewritten to provide a limit to possible values

of n in (3.20).

|n| < 2dmax

λc
+ 1 (3.20)

Now a bounded set of possible values has been defined for n in each RIPS measure-

ment. But a way to determine which value of n would result in the correct q-range
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is still needed. This is done by making multiple RIPS measurements using differ-

ent frequencies and calculating all the possible q-range values for each measurement

by substituting all the possible values of n into (3.16). The correct unambiguous q-

range value is present is each measurement’s set of possible q-range values. Test All

Combinations (TAC) finds the unambiguous q-range value by calculating every single

combination of values that is possible by taking one possible q-range value from each

measurement’s set of possible q-range values. Each one of these combinations is then

tested to see if they contain values that are all equal to each other. The combination

that contains values that are all equal then delivers the value of the q-range.

This task is made difficult by measurement errors that make it harder to distinguish

the repeatedly occurring unambiguous q-range from other values that also occur in all

measurements randomly. This problem can be combated by increasing the number of

measurements made. Doing so makes it less likely that values randomly occur in each

set and are then wrongly identified as the correct q-range. The disadvantage of this

method is that it is computationally intensive due to its calculation of each and every

combination of possible q-range values.

3.2.2 Chinese Remainder Theorem

Another method for solving q-range ambiguity is given in [22]. This method is based

on Chinese Remainder Theorem. Chinese Remainder Theorem is a method used for

solving sets of simultaneous linear congruences. The definition for the unambiguous

q-range given in (3.16), can be rewritten as (3.21).

dABCD(modλC) = ϕABCD
λC

2π
(3.21)

From this it can be said that dABCD is linearly congruent to ϕABCD
λc
2π . This linear con-

gruence is formally expressed in (3.22).

dABCD ≡ ϕABCD
λC

2π
(modλC) (3.22)
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If a m number of RIPS measurements are made, each using a different frequency, a

simultaneous set of linear congruences is produced. This set is defined in (3.23).

dABCD ≡ ϕABCD1
λC1

2π
(modλC1)

... (3.23)

dABCD ≡ ϕABCDm
λCm

2π
(modλCm)

With the value of the q-range dABCD being unknown, Chinese Remainder Theorem can

be used to solve the case presented in (3.23) for dABCD. Unfortunately a requirement

for this is the assumption made in [22], that all phase measurements have the same

error values. This constraint is not compatible with the case of RIPS, as there is no way

of guaranteeing that this requirement can be met. Therefore, although the method

presented in [22], seems well suited to solving the problem of q-range ambiguity, its

constraints are not compatible with use in RIPS. Thus, this method is not given further

consideration.

3.3 Q-range Processing

Once the true q-ranges have been determined unambiguously they must be processed

using a location information processing method, as was discussed in section 2.1.3.

Three such methods that are applicable to the localisation measurements provided by

RIPS will be discussed in the following section. These three methods are hyperbolic

trilateration, a numeric solution and finally a genetic algorithm.

3.3.1 Hyperbolic Trilateration

Hyperbolic trilateration was also discussed in section 2.1.3, where it was shown to use

TDOA measurements. By referring to the definition of the q-range in (3.13), it can be

seen that RIPS is also a TDOA measurement method. Therefore hyperbolic trilatera-

tion is a suitable method for processing q-ranges.
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This section is further divided into two sections. The first section covers a method

for hyperbolic trilateration using RIPS. In the second section an effect on the possible

values for n caused by the use of hyperbolic trilateration in RIPS is identified.

Method

The hyperbolic trilateration method shown here was first presented in [23]. Hyper-

bolic trilateration uses a set of three anchor nodes with known positions to determine

the position of another node. With four nodes, two linearly independent RIPS mea-

surements can be made, producing two q-ranges [21]. In hyperbolic trilateration each

of these q-ranges defines a hyperbola which have the two transmitters used in the RIPS

measurement as foci [24]. These hyperbola contain all the possible positions of the NOI

and thus the NOI is located where these two intersect. Hyperbolic trilateration using

RIPS is illustrated in figure 3.2.
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Figure 3.2: An illustration of hyperbolic trilateration using RIPS

In a case where there are four nodes, A, B, C and D, two linearly independent q-ranges

are possible. These q-ranges are dABCD and dACBD. As the notation implies, nodes

A and B are used as transmitters and nodes C and D as receivers to generate dABCD.

In the case of dACBD, nodes A and C are used as transmitters and nodes B and D as

receivers. With these two q-ranges known, (3.24) and (3.25) must first be calculated.

m1=dAC-dBC+dABCD (3.24)

m2=dAB-dCB+dACBD (3.25)

When the distances making up each of the q-ranges, dABCD and dACBD are substi-

tuted into (3.24) and (3.25). It can be seen that (3.24) reduces to the distance difference
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dAD − dBD and (3.25) reduces to the distance difference dAD − dCD. These differences

in distance are used to define the hyperbolas for each q-range. The next step is to use

the the positions of nodes B and C in (3.26).

S =

 xB yB

xC xC

 (3.26)

Where xB and yB are the x and y co-ordinates of node B on a two dimensional Cartesian

grid and xC and yC are the co-ordinates of node C on the same grid.The results of (3.24),

(3.25) and (3.26) are then used to calculate (3.27), (3.28), (3.29) and (3.30).

z =
1
2

 x2
B + y2

B −m2
1

x2
C + y2

C −m2
2

 (3.27)

m =

 m1

m2

 (3.28)

a = S−1z (3.29)

b = S−1m (3.30)

With these calculated, dAD can now be calculated. The number of solutions for dAD is

dependent on the value of bTb. Where bT is the transpose of matrix b. If bTb < 1 then

there is only one positive real solution to dAD given by (3.31).

dAD =
√

(aTb)2 − (bTb− 1)aTa + aTb
1− bTb

(3.31)

If bTb > 1 and (aTb)2 > (bTb− 1)aTa and aTb < 0 there are two positive real solutions

given by (3.32).

dAD =
aT ±√(aTb)2 − (bTb− 1)aTa

bTb− 1
(3.32)

This ambiguity is caused by the two hyperbolas intersecting at two points, as is shown

in figure 3.3. This ambiguity is an ambiguity in the position of the NOI produced by

hyperbolic trilateration and is not to be confused with q-range ambiguity.
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Figure 3.3: An illustration of ambiguity occurring in hyperbolic trilateration using RIPS

A possible solution for this problem is to use measurements from another node to

cancel out the incorrect answer. The occurrence of this ambiguity is dependent on the

position of the NOI and the arrangement of the three anchor nodes. An illustration of

where ambiguous and unambiguous results will be obtained in a case were the anchor

nodes are arranged at a ninety degree angle relative to each other is given in figure

3.4. This anchor node arrangement minimises the area in which a NOI placement will

result in an ambiguous localisation [25].
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Figure 3.4: An illustration showing where ambiguity occurs in hyperbolic trilateration

With the value of dAD determined, the position of node D can now be determined by

using (3.33) and (3.34).

xD = a1 + b1dAD (3.33)

yD = a2 + b2dAD (3.34)

Finally, it should also be noted that it is shown in [25], that when the NOI is located

outside the triangle created by connecting the three anchor nodes, the sensitivity of

hyperbolic trilateration to errors increases.
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Effect on Limits of n

An interesting characteristic of hyperbolic trilateration is that the use of three station-

ary nodes further bounds the range of possible q-range values. In section 3.2.1 a limit

on the range of possible q-range values is defined as (3.18). In the case of hyperbolic

trilateration with three stationary nodes and one moving NOI, the range of possible q-

ranges decreases below the bounds set by (3.18). If the four nodes used in the q-range

measurement dABCD are named A, B, C, and D with the NOI being node D and nodes

A and B used as transmitters. The limit of possible q-ranges for dABCD can be described

as (3.35)

[−dAB + dBC − dAC; dAB + dBC − dAC]εR (3.35)

In a case where nodes A, B, and C are stationary the distances that make up the limit

(3.35) are all constants and therefore the limits are constant for all possible positions of

the NOI D. This limit can be shown by taking a look at the definition of the q-range

dABCD in (3.36).

dABCD = dAD − dBD − dAC + dBC (3.36)

The only terms in the definition of the q-range dABCD that are subject to change are

those that are dependent on the position of the NOI D. Therefore the range of possible

q-range values are determined by the difference in the distances between nodes A and

D and nodes B and D dAD − dBD, or more specifically the minimum and maximum of

this difference in distances. The maximum and minimum values of this distance are

equal to the distance separating nodes A and B.

3.3.2 Numeric Solution

In [26], a numerical method is used to process the q-ranges into positions. This is done

by writing out the q-ranges in terms of the distances that they are linear combinations

of. This is shown for q-ranges dABCD and dACBD respectively in (3.37) and (3.38).

dABCD = dAD − dBD − dAC + dBC (3.37)
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dACBD = dAD − dCD − dAB + dCB (3.38)

The distances with unknown values, those between nodes with known positions and

unknown positions are expanded further in terms of known and unknown positions

as is shown in (3.39) (3.40).

dABCD =
√

(xA − xD)2 + (yA − yD)2 −
√

(xB − xD)2 + (yB − yD)2 − dAC + dBC

(3.39)

dACBD =
√

(xA − xD)2 + (yA − yD)2 −
√

(xC − xD)2 + (yC − yD)2 − dAB + dBC

(3.40)

Once this has been done a set of m equations with m unknowns is produced. The only

problem is that the unknowns are stated implicitly. That is why a numeric method

must be used to calculate the values of these unknowns. The main drawback of this

method is that correct localisation is dependent on choosing a correct starting point

for the numeric solution, otherwise an incorrect value from a local minima will be

returned.

3.3.3 Genetic Algorithm

Genetic algorithms mimic the workings of evolution and genetics. Populations of so-

lutions are considered, with only the solutions that are the closest to being correct,

continuing on to produce new solutions. New solutions can be created from existing

ones either through mutation or crossover where solutions exchange traits to create

new solutions. This process continues until the algorithm converges to the correct so-

lution. [27]

The use of such a method provides the possibility of avoiding the pitfalls of using a

numeric solution when it comes to choosing a starting point. This is because a genetic

algorithm can be seen as using multiple starting points, through its use of an initial

population of different solutions. In [7], a genetic algorithm was used to determine the

positions of nodes given a M number of q-ranges. The basic problem is to determine
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what combination of node positions would result in the given set q-ranges obtained

from measurements. This is done in [7], by making use of (3.41) and the following

steps:

error(s) =
1
n

√
∑

ABCDεM
(dABCD − dABCD(s))2 (3.41)

1. Firstly, a set of random “guessed“ solutions is generated;

2. A smaller subset of solutions is randomly selected from the original set of solu-

tions;

3. Each solution is then evaluated using the error function (3.41);

4. The subset is then sorted according to error;

5. The bottom 20% is then deleted and new solutions are generated randomly from

the top 20% by using these solutions as parents and applying genetic operators

on them;

6. Go back to step (2).

In this case a solution is a set of node positions and dABCD(s) is the resulting q-range

from the solution s. A measured q-range is denoted as dABCD.

New solutions are generated from the top 20% of a set by using the following genetic

operators:

1. A new solution has a 50% chance of being inherited from each parent;

2. Mutations (all of which have an equal chance of occurring).

(a) The position of one node from the solution is moved by a Gaussian random

number with a variance of ε;

(b) One node is moved to new randomly determined position;
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(c) All nodes in a solution are moved by the same Gaussian random number

with a variance of ε.

The value of the variance ε is determined by the value of the current error given by

(3.41). In this way the size of the jumps used by the genetic operators will be con-

trolled by how far off a solution was.

There are two disadvantages to the use of the genetic algorithm. Firstly, it is com-

putationally intensive and therefore takes longer to process q-ranges into a NOI po-

sition. Secondly it requires a large population of solutions to function. Each solution

is provided by a q-range measurement, therefore many q-range measurements are re-

quired. [25]

3.4 Chapter Conclusion

In this chapter an in depth study of RIPS has been presented. The basics behind a RIPS

measurement have been covered, from the initial measurement to the calculation of the

q-range. The problem of q-range ambiguity was discussed and different methods for

solving this problem were studied. Finally, different methods of processing q-ranges

into a NOI position were discussed. In chapter 4 a special case of q-range ambigu-

ity is identified and a solution for q-range ambiguity that exploits this special case is

presented.
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Development of an Alternative

Solution to Q-range Ambiguity

In this chapter an alternative to the TAC q-range ambiguity solution discussed in section 3.2.1,

is developed. This work is done as part of this dissertation and has been published in [28], by

van der Merwe et al. This alternative solution to q-range ambiguity is developed by firstly

investigating q-range ambiguity in RIPS through an empirical approach. A model is created

in MATLAB that uses the fundamental formulas that RIPS is based upon. This model is then

used in an experiment designed to test where q-range ambiguity occurs on a two dimensional

plane. Results from this experiment are used to search for patterns in where ambiguity occurs.

Once identified, these patterns are used as a guide to identify causes for the observed patterns in

the mathematics that RIPS is based on. Finally, a special case of q-range ambiguity is identified

and a possible method of exploiting this special case is presented.
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4.1 Basic Model of RIPS Q-range Ambiguity

The first step of the empirical approach used in this chapter is to create a model that

shows where q-range ambiguity occurs on a two dimensional plane. This is done by

creating a simple model of a single RIPS measurement in MATLAB using the equations

that were given in section 3.1. The model functions by using the positions of four nodes

and their transmission frequencies as inputs. These nodes are referred to as nodes A,

B, C and D. Firstly, the positions of the nodes are used to calculate the four distances

separating the nodes that make up the q-range as defined in (4.1).

dABCD = dAD − dBD − dAC + dBC (4.1)

These distances are then used to determine the absolute phase offset of each signal at

each receiver, ϕAC, ϕAD, ϕBC and ϕBD. This is done by using (4.2).

ϕAC = −2π
RemAC

λA
(4.2)

Where RemAC is the remainder of
dAC

λA
. This equation is used instead of (4.3) since

it takes into account that the phase measured at the receiver will only be from the

wavelength that the received signal is currently in at the receiver. The use of (4.3) does

not result in ambiguous q-ranges whereas (4.2) does.

ϕAC = −2π fA(
dAC

c
) (4.3)

These phases are then substituted into (4.4) to calculate ϕC and ϕD.

ϕC = ϕAC − ϕBC (4.4)

These two values are then substituted into (4.5) to calculate ϕABCD, the relative phase

between the two interference signals at the receivers.

ϕABCD = ϕC − ϕD (4.5)

This value is then used in (4.6) to calculate the ambiguous q-range for the current po-

sitions of nodes A, B, C and D.

dABCD = ϕABCD
λc

2π
(4.6)
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The true q-range is also calculated using the definition of the q-range as given in 4.1.

The final step then involves comparing the true q-range value calculated using 4.1 with

the ambiguous q-range obtained from (4.6). This is done under the assumption that

the ambiguous and unambiguous q-range values will differ when ambiguity occurs.

In other words when n in (4.7) does not equal zero.

dABCD = ϕABCD
λc

2π
+ nλc, nεZ (4.7)

When q-range ambiguity does not occur, otherwise stated when n in (4.7) does equal

zero, it is assumed that the ambiguous and unambiguous q-ranges will have equal

values. Since the value of n is the only cause of q-range ambiguity, these assumptions

are valid.

4.2 Experimentation and Results

This simple model of RIPS is used to investigate q-range ambiguity by moving the

position of node D over a 20 m×20 m grid of positions at intervals of 0.25 m and cal-

culating both the ambiguous and unambiguous q-ranges for each position. Only the

position of node D is varied in order to keep the case studied as simple as possible by

limiting the number of variables that have an effect on the q-range values. The ambigu-

ous and unambiguous q-ranges are then compared for each of the positions of node D

to determine where ambiguity occurs. It is expected that ambiguity would occur for

all positions of node D that resulted in a distance between node D and any other node

that is greater than λC. This is because phase measurements have no knowledge of the

number of wavelengths that a signal has completed prior to the one being measured,

as was explained in section 2.1.2. However, the results shown in figure 4.1 indicate that

this is not the case.
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Figure 4.1: A two dimensional map showing where ambiguity occurs

For the scenario presented in figure 4.1 a carrier frequency of 50 MHz is used with a

frequency separation of 1 kHz between the transmitter nodes, the distance between

the stationary anchor nodes is 1 m and a resolution of 25 cm is used for the different

positions of node D.

The results from the experiment illustrated in figure 4.1 show that ambiguity only oc-

curs in intervals. These intervals centre around the the transmitter nodes and then

radiate outward. The distance separating these intervals appears to correlate with

the carrier wavelength λC. The areas between these intervals seem to produce cor-

rect q-ranges. Since the other nodes are all kept stationary with distances less than λC
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separating them, only the position of node D contributes to ambiguity.

4.3 Mathematical Explanation

Q-range ambiguity occurs when n in (4.7) is not equal to zero. Therefore the variables

that n is dependent on in the scenario of the experiment must be isolated. As it has

been stated in section 4.2, node D is the only node that has an effect on q-range ambi-

guity in the scenario of the experiment. Thus a stage in the mathematics of RIPS must

be found where the variables relating to node D are separate from the rest. The equa-

tion for the phase offset measured at node D fulfils this requirement. There are two

forms of this equation, (4.3) and (4.2). Using (4.3) will always result in an unambigu-

ous q-range, since all of the completed wavelengths are taken into account by using

the full distance from receiver to transmitter.

Therefore the measured phase offset given by (4.2), will differ from (4.3) when the

distances between the nodes in question, are greater than the wavelength of the trans-

mission frequency:

ϕunambiguous = −2π

(
kλ +

Rem
λ

)
(4.8)

ϕmeasured = −2π

(
Rem

λ

)
(4.9)

Where Rem is the current phase of the signal converted to a distance measured in

metres. The variable k is equal to the number of periods that the signal has completed

before reaching the receiver and should not be confused with n as given in (4.7). The

number of completed periods is not taken into account in (4.9), because there is no way

of gaining this information from a single phase measurement. A phase measurement

only measures the current phase of the signal. This concept is illustrated in figure 4.2.
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Figure 4.2: An illustration showing the area where ambiguity occurs as well as RemA
and RemB

The next step in the investigation is to substitute (4.8) and (4.9) into the equation for

the phase offset of the interference signal measured at node D (4.4). Doing so results in

4.10 and 4.11.

ϕDmeasured = −2π

(
RemA

λA
− RemB

λB

)
(4.10)

ϕDunambiguous = −2π

((
kADλA +

RemA

λA

)
−
(

kBDλB +
RemB

λB

))
(4.11)

Rearranging (4.11) results in (4.12).

ϕDunambiguous = −2π

((
RemA

λA
− RemB

λB

)
+ ((kADλA − kBDλB)

)
(4.12)

Now it can be seen that if the values of kAD and kBD are the same, the second term in

(4.12) cancels out almost completely. Resulting in ϕDmeasured ≈ ϕDunambiguous . This can be

said on the condition that the signals from the two transmitter nodes are in the same

kth wavelength and the frequency separation between the two signals is in the order

of kilohertz, as is a requirement of RIPS [7]. The difference between the unambiguous

and the ambiguous phases at receiver D is defined in (4.13).

Error = k (λA − λB) (4.13)

Where k applies to each of the signals from A and B since kAD and kBD are equal in

such a case. If this condition is met at both receivers the ambiguous q-range resulting
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from a RIPS measurement will have a value that is close to that of the true unambigu-

ous q-range. Therefore the seemingly correct q-ranges that are observed in figure 4.1

are still ambiguous but close to being correct.

The findings made can be summarised as follows: A special case of q-range ambi-

guity has been identified were ambiguous q-ranges have values that are close to those

of the correct unambiguous q-ranges. This effect occurs when the signals from the two

transmitters are in the same kth wavelength and the frequency separation between the

two transmitted signals is less than λc.

The signals from the two transmitters will only be in the same kth wavelength if the

distance between the the two transmitters is smaller than the wavelengths of the sig-

nals used. As the distance between the transmitter nodes increases the bands where

q-range ambiguity occurs in the conventional sense, such as shown in figures 4.1 and

4.2 will increase in width. When the distance between the transmitter nodes becomes

larger than the wavelengths of the signals used, the bands merge and this special case

ceases to occur.

4.4 Exploitation of Special Case of Q-range Ambiguity

This special case of q-range ambiguity can be exploited to solve q-range ambiguity.

The ambiguous q-ranges that occur in this special case, have errors (defined in (4.13)),

that are so small that they could possibly be used directly without any alteration. There

is however still the problem that occurs when transmitter frequencies are in different

kth wavelengths, resulting in conventionally ambiguous q-ranges that cannot be used

directly. Therefore such cases need to be identified.

This can be done by exploiting the situation in which this special case of q-range am-

biguity occurs. When the two transmitter frequencies are in different wavelengths at

the receiver, the value of the q-range jumps by a value essentially equal to λC. This
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jump can be identified in any situation if it causes the q-range value to exceed the lim-

its of values that are possible for a q-range. If hyperbolic trilateration is used to solve

q-ranges obtained by using this method, the limit is defined as (4.14).

[−dAB + dBC − dAC; dAB + dBC − dAC]εR (4.14)

The proof of this limit is given in chapter 3. The special case of q-range ambiguity iden-

tified in this section relies on transmission frequencies with wavelengths that are larger

than the distance between the two transmitters. If one of the receivers is also placed

close to the two transmitters such as is the case in figure 4.2, the range of possible

q-range values can be limited in such a way that the jumps in q-range values will ex-

ceed the limits of values that are possible for q-ranges and will therefore be identifiable.

Once this occurs an alternative transmitter frequency can be used in the RIPS mea-

surement. This alternative frequency must be of such a nature that it still replicates the

special case of q-range ambiguity, but possesses a wavelength that causes conventional

ambiguity to occur in bands that do not overlap those of the frequency used in the pre-

vious measurements. It should be noted that the ambiguity bands of any two viable

frequencies will overlap at some stage. But the frequencies can be chosen in such a way

that they do not overlap for a distance equal to the maximum communication distance

of the nodes. Hence forth this solution to q-range ambiguity is referred to as Same k,

since it relies on signals being in the same kth wavelength.
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4.5 Chapter Conclusion

In this chapter a possible alternative method for solving q-range ambiguity was de-

veloped. This was done by using a brute force method to investigate where q-range

ambiguity occurs. From this unexpected results were obtained. Patterns in these un-

expected results patterns were identified and these patterns were explained on the

basis of the theory behind RIPS. From the knowledge gained a special case of q-range

ambiguity was identified and a possible method of using this case to solve q-range

ambiguity was presented.
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Conceptual Design

In this chapter the knowledge gained in chapters 2 and 3 is used to design a generic node. This

node will be designed to take advantage of using RIPS in conjunction with multiple antennas,

that are able to transmit and receive independently to determine the positions of other nodes

in the network. The design process is started by choosing a method of processing measured

q-ranges. The choice of method then determines the antenna configuration that is to be used.

A method of solving q-range ambiguity is also chosen. Possible ranges of operating frequencies

are identified and finally a high level functional flow for the conceptual system is given.

5.1 Motivation

In section 1.2 RIPS was identified as having overheads in terms of co-operation be-

tween nodes. The implementation of RIPS on a single node through the use of multiple

antennas was identified as a possible solution to these overheads. This is due to the

idea that the antennas would act as individual nodes do in RIPS. This would lessen

the need for co-operation between nodes. Such an implementation of RIPS would also

reduce the number of q-ranges required to localise a NOI, due to the distances separat-
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ing the antennas on the device being constant and therefore known. For these reasons

a conceptual design for such a node is created in this chapter.

5.2 Choice of Q-Range Processing Method

In section 3.3, three possible methods of processing q-ranges into usable NOI positions

were investigated. The advantages and disadvantages of these three methods are now

discussed and a choice of method that will be used is then made.

5.2.1 Numeric Solution

This method is used successfully in [26], but this is in a case where the position of the

NOI is limited to a specific range. This makes it possible to work around the problem

of choosing a starting point for the numeric algorithm. In the context of this disserta-

tion the position of the NOI cannot be bounded in such a way, since it can be placed

anywhere on a two dimensional plane.

5.2.2 Genetic Algorithm

The genetic algorithm circumvents the pitfalls of choosing a correct starting point by

effectively using multiple starting points. However, genetic algorithms are computa-

tionally demanding and thus take time to process q-range values. Therefore such a

solution is not well suited for real time localisation. It also requires a large population

of q-range values to function, each provided by a RIPS measurement [25]. This is in

conflict with the motivation for implementing RIPS on a single wireless node, which

was given in section 1.2.
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5.2.3 Hyperbolic Trilateration

This method is the only analytical solution. It is less hardware intensive and also elim-

inates the need to guess a starting point. There are two drawbacks to this method that

were identified in section 3.3.1, in terms of ambiguity and sensitivity. This method

sometimes returns ambiguous results for the position of the NOI.

This problem can be solved by using positions determined by another one of the exact

same devices designed in this conceptual design. The positions from the two devices

can then be compared. If one of the devices localised an unambiguous position this

position is accepted as correct. If both devices localised the NOI ambiguously, the

position that occurs in both sets of ambiguous positions is accepted as correct. This

would only require the exchange of localised positions by the two devices. No further

co-operation would be required.

Hyperbolic trilateration also becomes more sensitive when the NOI is not surrounded

by the anchor nodes [25], such as would be the case in the implementation of RIPS on

a single node. However it is not known how much this sensitivity would affect the

accuracy of such a system. Although there are disadvantages to its use, hyperbolic

trilateration is identified as the only viable q-range processing method. Hyperbolic

trilateration is chosen for the conceptual design.

5.3 Antenna Configuration

The choice of hyperbolic trilateration in section 5.2 determines the choice of antenna

configuration, in terms of the number of antennas that are to be used. Since hyperbolic

trilateration uses three anchor nodes, it makes sense to use three antennas on the con-

ceptual device. These three antennas would then act as anchor nodes for hyperbolic

trilateration. The choice of hyperbolic trilateration also determines the placement of

these antennas in relation to each other. According to [25], positioning anchor nodes

61



Chapter 5 Antenna Configuration

at ninety degree angles relative to each other minimises the area where q-range ambi-

guity occurs. Therefore such a placement is used for the three antennas on the device.

The resulting antenna placement is illustrated in figure 5.1.

Figure 5.1: An illustration of the conceptual design

Another issue addressed in this section of the conceptual design is the distance sep-

arating the antennas. Since RIPS relies on distances between nodes (antennas in this

case), the distance separating them could have an impact on the functionality of the

device. Therefore the distances separating the antennas will not be constrained yet at

this stage. The effects of different distances will be tested and from the results obtained

interpretations will be made that will determine the choice of antenna separation.
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5.4 Method of Q-range Measurement

In a configuration as is illustrated in figure 5.1, only two antennas would transmit at a

time, just like in a conventional RIPS measurement. The difference in this case would

be that there would only need to be one actual receiver, the NOI. The NOI would act as

a receiver, while the remaining antenna would be left idle. This antenna can be left idle

since it is placed on the device. This means that the distances separating it from the

other two transmitting antennas would be constant and known. Therefore the phase

measurement that would be made at this antenna can simply be calculated theoreti-

cally. No actual phase measurement is required.

In order to make the relative phase measurements that RIPS relies on to calculate q-

range values, the receiver nodes need to have a common reference of time. This is

achieved through synchronisation. The device being developed in this conceptual de-

sign would also need to be able to synchronise in such a manner. In this case, time

synchronisation would be between the device and the NOI. The NOI can then send a

timestamp back to the device after making a phase measurement along with its mea-

sured phase value. This timestamp would indicate at which time the NOI made the

measurements and can then be used by the device to theoretically calculate the phase

that would be measured at the idle receiver at that time.

5.5 Q-range Ambiguity Solution

In section 3.2.1 the TAC q-range solution was discussed and in chapter 4, Same k was

developed as an alternative to TAC. Both of these methods rely on multiple measure-

ments using different frequencies. However, they function in very different ways. TAC

relies on multiple measurements to find the true unambiguous q-range as a value that

occurs in each measurement’s set of possible q-range values. This method cannot func-

tion with just a single measurement and can require as many as 16 measurements to
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solve a single q-range [29].

Same k has not been tested yet and will therefore be investigated as well. This method

is constrained to operating frequencies that have wavelengths in the order of metres

with differences between the frequencies used in separate measurements in the order

of tens of megahertz. This method can function with only a single measurement and

only requires additional measurements when the NOI is in a position where the signals

from the transmitters are in different kth wavelengths. Both of these methods will be

considered and tested in a simulation.

5.6 Generation of Linearly Independent Q-ranges

As previously shown in section 3.3.1, hyperbolic trilateration requires two linearly in-

dependent q-ranges to function. These two q-ranges (dABCD and dACBD), are generated

by using different combinations of transmitters and receivers. The generation of these

two q-ranges by the device can be explained by referring to figure 5.2. In figure 5.2 the

three antennas are denoted as antennas A, B and C.
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Figure 5.2: An illustration of how linearly independent q-ranges are generated

In order to generate dABCD, antennas A and B would be used as transmitters. Antenna

C would be used as the idle receiver and the NOI would act as a receiver in the con-

ventional sense. The second q-range dACBD, would be generated by having antennas

A and C act as transmitters. Antenna B would now be used as the idle receiver and the

NOI would remain in the role of a conventional receiver.

5.7 Operating Frequencies

Since the use of both solutions for q-range ambiguity will be investigated, different sets

of operating frequencies are to be used, depending on what method is used to solve q-
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range ambiguity. For TAC it is decided to use the 2.4 GHz and 5 GHz frequency ranges

specified by the 802.11n standard [30]. The different frequencies used in measurements

would then correspond with the channels defined for these frequency ranges in the

standard. For Same k two frequencies will be used, namely 60 MHz and 70 MHz. The

near-field effects that would be experienced by the device’s antennas when using the

60 MHz and 70 MHz frequencies, are not considered in this research.

5.8 Hardware Requirements

The use of RIPS requires that the device be able to transmit sine wave signals from

two antennas at a time while the third antenna stays idle. The frequencies of the sig-

nals transmitted by the two transmitters must differ, but only in the order of kilohertz.

Therefore the device must be capable of finely tuning its operating frequency. In or-

der to solve Q-range ambiguity the device must be able to make measurements using

different frequencies. The antennas used on the device must have an omnidirectional

propagation pattern. Finally, the device must be able the synchronise its reference of

time with that of the NOI.

5.9 Functional Flow

A high level functional flow for the conceptual device is illustrated by figure 5.3. Each

of the numbered steps in the functional flow are explained in the rest of this section.
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Step 1

Before the measurement can start the device and the NOI must be time synchronised.

This step is needed for the device to use the timestamp sent with measurements from

the NOI to compute the theoretical measured phase value at the idle receiver antenna.

Step 2

The current transmitter antennas now transmit sine wave signals with frequencies dif-

fering in the order of kilohertz.

Step 3

The NOI measures the phase offset value ϕ of the interference signal.

Step 4

The phase offset ϕ of the interference signal measured at the NOI is transmitted by

the NOI to the device along with a timestamp to indicate when the measurement took

place.

Step 5

The theoretical value of the phase offset ϕ that would be measured at the idle antenna

is calculated using the device’s dimensions and the values of the transmission frequen-

cies that were used for the time indicated by the timestamp received from the NOI.
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Step 6

The two phase offsets produced by steps 3 and 5 are then used to calculate the q-range

value for the measurement.

Step 7.1

If all frequencies in the range have been used for measurements the process can con-

tinue to the next step. Otherwise the steps 2 to 6 must be repeated until this condition

is met.

Step 7.2

The device moves on to the next transmitter frequency in the range.

Step 8

Ambiguity in the q-range is now solved, using either TAC or Same k.

Step 9.1

Hyperbolic trilateration is is used to solve q-ranges, thus two linearly independent

q-ranges are required. This is done repeating the RIPS measurement using different

combinations of transmitters and receivers. If two combinations of transmitting and

idle antennas have been used the process can continue to the next step. Otherwise

steps 2 to 8 must be repeated until this condition is met.
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Step 9.2

The combination of transmitters and receivers is changed in the following way. The

idle receiver now becomes a transmitter and one of the transmitter antennas becomes

the idle receiver.

Step 10

The two unambiguous q-ranges can now be processed using hyperbolic trilateration

into a position for the NOI.
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Figure 5.3: An illustration of the conceptual design’s functional flow
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Conceptual System Example

The functional flow is further clarified through the use of an example. The scenario for

this example is laid out as the following:

• The NOI is located at (12,7) on a two dimensional plane;

• A separation of 1 m is used between the antennas. The positions of the antennas

that are denoted as A, B and C are then PosA = (0,0), PosB = (0,1) and PosC =

(1,0);

• The TAC is used to solve q-range ambiguity;

• Three operating frequencies are used from the 2.4 GHz range, 2.418 GHz, 2.438

GHz and 2.458 GHz;

• The transmission frequency separation is 1 kHz.

Step 1

This step does not factor into this example. It simply involves making sure that the

device and the NOI are working from the same reference time.

Step 2

For this example antennas A and B are chosen as the first two transmitter antennas.

Now the current two transmitter antennas each transmit an unmodulated sine wave

at frequencies that differ by the frequency separation of 1 kHz for this case. The first

operating frequency is 2.418 GHz, thus antenna A will transmit at 2.418 GHz and an-

tenna B will transmit at 2.4179999 GHz. The time at which transmission takes place

must also be saved.
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Step 3

The NOI measures the interference signal at a frequency equal to the transmission fre-

quency separation. The absolute phase offset of this interference signal is measured

and the time at which the measurement was made is saved. The term absolute phase

offset simply means the phase offset of the signal relative to a specific point in time.

Using (4.2) this phase value, ϕD is calculated as 1.008 rad. In a practical implemen-

tation this value will of course be subject to interference, which is not present in this

theoretically calculated value.

Step 4

The value of the phase offset measured by the NOI is now transmitted to the device

along with the time at which the measurement took place.

Step 5

The phase that would be measured at the idle receiver antenna C is now calculated

theoretically by the device by using (4.2). For this case the value of the phase at C ϕC

is 2.1417 rad.

Step 6

With ϕC and ϕD known the still ambiguous q-range can be calculated using (3.14). For

this case the value of the still ambiguous q-range is 0.0224.
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Step 7

Now it must be checked whether all the frequencies in the range have been used. This

is done in order to solve q-range ambiguity using TAC. There are still two frequencies

in the range that have to be used. So steps 2 to 6 are repeated using 2.438 GHz and

2.458 GHz. The ambiguous q-ranges resulting from each of these measurements are

0.1525 and 0.1585.

Step 8

Now the ambiguous q-ranges are solved using TAC. This involves using 3.16 to cal-

culate each possible q-range for each measurement that was done with the limits in

(3.35). For this scenario these limits for the value of n are [−6; 12] nεN. A section of the

possible q-ranges is given in table 5.1.

Table 5.1: A table showing a section of the possible values for the q-range, with the
true q-range shown in boldface

Operating Frequency n=5 n=6 n=7 n=8 n=9 n=10 n=11
2.418 GHz 0.5183 0.6423 0.7663 0.8902 1.0143 1.1382 1.2622
2.438 GHz 0.6443 0.7673 0.8902 1.0132 1.1362 1.2592 1.3821
2.458 GHz 0.6463 0.7682 0.8902 1.0122 1.1342 1.2562 1.3781

The true unambiguous q-range value dABCD for this scenario is 0.8902. This value is

present in three sets of possible q-range values and is shown in boldface in table 5.1.

The fact that it is present in all of the operating frequency’s sets is how TAC solves this

problem. In a practical implementation the table containing all possible q-range values

would be searched using a algorithm to find the true q-range that occurs in each set.
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Step 9

Steps two to nine are now repeated, using a different combination of transmitters and

receivers in order to generate a new q-range dACBD which is linearly independent from

the previous one dABCD. This is done because hyperbolic trilateration, the method that

is being used to process q-ranges into a NOI position requires two q-ranges that are

calculated in this way. For this scenario antenna A continues to act as a transmitter and

the NOI continues to act as a receiver, but antennas B and C exchange roles. Antenna

B now acts as the idle receiver and antenna C acts as a transmitter. The value of the

second q-range dACBD is 1.2683 for this scenario.

Step 10

The two q-ranges, dABCD and dACBD are now fed into the algorithm for hyperbolic

trilateration as given in subsection 3.3.1. The algorithm then determines the position

of the NOI unambiguously as (12,7).

5.10 Chapter Conclusion

In this chapter a conceptual design was created for a device that would be able to in-

dependently locate other nodes in a network through the use of RIPS. Choices were

made regarding what method of q-range processing would be used. From this choice

the number of antennas to be used was derived as well as what the layout of these

antennas would be. Hardware requirements were identified. The operation of the pro-

posed system was presented in the form of a functional flow, which was explained

further through the use of an example. Certain aspects such as what distance would

separate the antennas, what q-range ambiguity solution would be used as well as the

choice of operating frequency were left open for further investigation in this disser-

tation. In the next chapter, the detail design of a simulation model of the conceptual
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design is presented.
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Detail Simulation Design

In this chapter the design of the simulation model for the conceptual system is discussed. The

simulation model’s design is explained by firstly discussing the simulation model from the per-

spective of a high level overview. Next, the simulation model’s design is broken down into lower

level functional blocks, which are then discussed in further detail.

6.1 Simulation Design

The simulation model is designed for implementation in MATLAB. This simulation

model is designed with only Rician fading being taken into account. Hardware toler-

ances are not taken into account. A high level design of the simulation model can be

seen in figure 6.1. This design segments the simulation into four discrete steps. Each

of these four steps are now discussed in further detail.

76



1. Set input values

2. Sample function

3. Solve q-range 

ambiguity 

4. Hyperbolic 

trilateration

Two q-ranges 

generated?

Another 

measurement 

required?

No

Yes

No

Yes

Output NOI 

position  

unambiguously

or

ambiguosly 

Figure 6.1: A high level design of the simulation model
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6.1.1 Step 1: Simulation Model Inputs

In this step (step 1 in figure 6.1), all the values that are provided as inputs to the simu-

lation model are set. The full list of inputs is given in table 6.1, along with descriptions

of each input’s purpose in the simulation model.

Table 6.1: List of inputs used in the simulation model

Variable Name Description
FAtrans Transmitted signal frequency from antenna A.
FBtrans = FAtrans− Sigdi f f Transmitted signal frequency from antenna B.

Derived from FAtrans by subtracting Sigdi f f .
Sigdi f f Defines the frequency difference between

FAtrans and FBtrans.
FA Mixed down version of the signal frequency

from antenna A.
FB = FA − Sigdi f f Mixed down version of the signal frequency

from antenna B. Derived from FA by subtracting
Sigdi f f .

FC =
FA + FB

2
Carrier frequency. Derived from transmitter fre-
quencies.

λC =
C
FC

Wavelength of the carrier frequency.

samplerate Receiver sample rate.
samplelength Length of time sampled.
sampleres The frequency resolution of the FFT
bandsep Separation between measurement frequencies.
PosA The position of antenna A in 2 dimensional

Cartesian format.
PosB The position of antenna B in 2 dimensional

Cartesian format.
PosC The position of antenna C in 2 dimensional

Cartesian format.
PosD The position of the NOI in 2 dimensional Carte-

sian format.

6.1.2 Step 2: Sample Function

The sample function (step 2 in figure 6.1), is called to generate a q-range. The q-ranges

generated by this function are still ambiguous. Q-range ambiguity is solved in step
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3. The variables listed in table 6.1 are all passed on to this function. This function is

broken down further into steps that are shown in figure 6.2. These steps are explained

in detail in the rest of this section.

2.1 Calculate 

distances and 

phase offsets 

2.2 Generate 

signals with phase 

offsets 

2.3 Apply Rician 

fading, filter and 

FFT

2.4 Calculate  

ambiguous q-

range

Return ambiguous 

q-range
Input values

Figure 6.2: An illustration of the steps involved in the sample function

Step 2.1

In this step (step 2.1 in figure 6.2), the information regarding the positions of the an-

tennas and the NOI is used to calculate the phase offsets of the transmitted signals at

the receivers. This is done by calculating the distances between the antennas and the

NOI and using this in conjunction with the wavelength of the signal in question. The

calculations are given in algorithm 1. These calculations are repeated for distances dAD

, dBC and dBD.

Algorithm 1 Step 2.1: Calculate phase offsets and distances

1: dAC =
√

(posCy − posAy)2 + (posCx − posAx)2)

2: phaseAC = −π
RemAC

λA
−→{Where RemAC is the remainder of

dAC

λA
}

Step 2.2

Once all of the phase offsets have been calculated, the signal received by the NOI must

be generated in this step (step 2.2 in figure 6.2). This is done by first generating a

time series. The time series is an array that spans a length of time defined by the

sample length input, at intervals defined by the sampling frequency. The signal is then

created by determining the cosine function values for each value in the time series,
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with the correct phase offset taken into account. Algorithm 2 shows this process for

the interference signal measured at the NOI, in this case denoted as D.

Algorithm 2 Step 2.2: Generate time series and signal at NOI

1: tC = 0 :
1

samplerate
: samplelength− 1

samplerate
2: signalD = cos(2πFAtD + phaseAD) + cos(2πFBtD + phaseBD)

Step 2.3

In this step (step 2.3 in figure 6.2), Rician fading is applied to the interference signal

measured at the NOI (D), using the MATLAB ricianchan object. Next the interference

signal is rectified using the MATLAB abs function. This is done in order to make the

envelope frequency visible. The signal is then filtered using a low pass FIR filter cre-

ated with the MATLAB fir1 function. The cut off frequency of the filter is determined

by the envelope frequency created by the interference signal. This filter is implemented

in such a way that it does not have an affect on the phase of the signal, using the MAT-

LAB filtfilt function. The FFT of the signal measured at the NOI is then calculated.

All these steps are shown in algorithm 3.

Algorithm 3 Step 2.3: Apply fading, rectify, filter, calculate FFT
1: channel = ricianchan(samplelength, 0, 1000000)

2: signalD = f ilter(channel, signalD)

3: signalD = abs(signalD)

4: b = f ir1(3, 2Sigdi f f
samplerate/2)

5: signalD = f ilt f ilt(b, 1, signalD)

6: nFFT = 1/sampleres + 1/samplerate

7: f ourierD = f f t(signalD, n)
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Step 2.4

In this step (step 2.4 in figure 6.2), the value of the envelope signal’s phase at node

C is now calculated theoretically. The envelope signal’s phase value measured at the

NOI is calculated from the result of its measured signal’s FFT. The difference of the

interference signal’s phase angles is then used to determine the ambiguous q-range as

is shown in algorithm 4. Note that the phase value measured at the NOI is subtracted

from the theoretically calculated phase value for antenna C.

Algorithm 4 Step 2.4: Determining ambiguous q-range
1: phaseC = phaseAC − phaseBC

2: phaseD = angle( f ourierD)

3: phaseDmeasured = phaseD(( f A− f B)/sampleres + 1)

4: phaseABCD = phaseCcalulated − phaseDmeasured

5: q− range = phaseABCD
λC

π

6.1.3 Step 3: Solution of q-range ambiguity

This step (step 3 in figure 6.1), is used to solve q-range ambiguity. In this step there is a

choice between using either TAC or Same k, to solve q-range ambiguity. Therefore this

step is further broken down as shown in figure 6.3.

Ambiguous 

q-range

3.1 TAC

3.2 Same k

Return 

unambiguous

q-range

Use TAC 

Or

Same k?

Figure 6.3: An illustration of two choices available for solving q-range ambiguity
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Step 3.1: TAC

TAC is further broken down into steps, as can be seen in figure 6.4.

Return 

unambiguous 

q-range

3.1.1 Create list of 

possible q-ranges

3.1.3 Compare 

all combinations

3.1.2 Calculate all 

combinations

Ambiguous

q-range

Figure 6.4: An illustration of the steps involved in TAC

Step 3.1.1: Create List of Possible Q-ranges

This step (step 3.1.1 in figure 6.4), creates a list of all the possible values for the ambigu-

ous q-ranges that are obtained through using step 2 (the sample function) repeatedly.

This is done by firstly defining the range of possible q-range values, thereby creating

a limit for the possible values of n. Now multiple measurements are made using step

2 (the sample function), multiple times. Each time a different frequency from a pre-

defined set of transmitter frequencies is used. The ambiguous q-ranges obtained from

these measurements are used in (3.16) to create a list of all possible q-ranges values for

each transmitted frequency, with the values of n that are possible used as bounds. The

pseudo code for step 3.1.1 is given in algorithm 5.
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Algorithm 5 Step 3.1.1: Creation of a list of possible q-range values
1: qmin = −dAB + dBC − dAC

2: qmax = +dAB + dBC − dAC

3: nmin = qmin
λC

+ 1

4: nmax = qmax
λC

+ 1

5: for i = 0 to measnum do

6: qrangeAmbiguous = sample(variables)

7: λ =
C

FAtransbandsep− sigdi f f
2

8: for n = nmin to nmax do

9: measTable(m + 1, n + nmax + 1) = qrangeAmbiguous + nλ

10: end for

11: end for

Step 3.1.2: Calculate All Combinations

This step (step 3.1.2 in figure 6.4), involves calculating all the combinations of values

that are possible by taking a value from each measurement’s set of possible q-range

values. These combinations are all then stored in a table. One of these combinations

then only contains values that are equal to the unambiguous q-range. These values are

not exactly the same due to errors caused by sampling and Rician fading. The number

of combinations can grow impractically large, as can be seen from equation 6.1.

npossible = (abs(nmin) + nmax + 1)measnum (6.1)

Therefore only combinations are calculated that have values that that differ less than

a specified maximum allowed value. By filtering the table of possible sets in such a

way its size is easily controlled. The pseudo code for step 3.1.2 is shown in algorithm

6, which is a recursive function.
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Algorithm 6 Step 3.1.2: Calculation of all combinations
1: f unction combination(variables)

2: global = keepercount keeper

3: meascurrent = meascurrent + 1

4: for n1 = nmin to nmax do

5: if meascurrent == 1 then

6: keepercurrent(meascurrent) = meastable(meascurrent, n− nmin + 1)

7: if meascurrent == measnum then

8: keeper(keepercount, :) = keepercurrent

9: keeprercount = keepercount + 1

10: end if

11: if meascurrent < measnum then

12: combination(variables)

13: end if

14: else if abs(meastable(meascurrent − 1, ncalled − nmin + 1) −
meastable(meastable, n − min + 1) < 0.01 and meascurrent <= measnum

then

15: keepercurrent(meascurrent) = meastable(meascurrent, n− nmin + 1)

16: if meascurrent == measnum then

17: keeper(keepercount, :) = keepercurrent

18: keeprercount = keepercount + 1

19: end if

20: if meascurrent < measnum then

21: combination(variables)

22: end if

23: end if

24: end for
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Step 3.1.3: Compare all Combinations

The final step (step 3.1.3 in figure 6.4), finds the combination that has the smallest

variance. This is simply done by going through all the combinations, calculating each

combination’s variance and keeping the combination with the smallest variance. The

average value of this combination is then used as the true unambiguous q-range. The

pseudo code for step 3.1.3 is given in algorithm 7.

Algorithm 7 Step 3.1.3: Comparison of all Combinations
min = var(keeper(1, :))

for k = 1 to keepercount− 1 do

if var(keeper(k, :)) < min then

min = var(keeper(k, :))

qrangeTrue = mean(keeper(k, :))

end if

end for

Step 3.2: Same k

Same k (step 3.2 in figure 6.3) is simpler to implement than TAC. Firstly a measurement

is made using step 2 from figure 6.1, with a transmitter frequency of 60 MHz. The q-

range value resulting from this measurement is then checked to see if it exceeds the

bounds of possible q-range values. If it does not it is used without any alteration. If it

does exceed these bounds, a new measurement is made using a transmitter frequency

of 70 MHz. For Same k q-range ambiguity occurs in circular bands around the trans-

mitter antenna. These bands have a maximum width equal to the distance separating

the two transmitter antennas and occur at intervals equal to the wavelength of the

transmitter frequency. By correctly choosing the transmitter frequencies that are used

so that all of them do not overlap at once for the maximum communication range an

unambiguous q-range can always be obtained. The pseudo code for Same k is shown

in algorithm 8.
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Algorithm 8 Step 3.2: Same k
qrange = sample(variables)

if qrange < min or qrange > max then

FAtrans = new f req

FBtrans = FAtrans− Sigdi f f

qrange = sample(variables)

end if

6.1.4 Step 4: Hyperbolic Trilateration

This step (step 4 in figure 6.1), processes the q-ranges into usable NOI positions. Hyper-

bolic trilateration is used to process the measured q-ranges into an actual NOI position.

This method requires two q-ranges to function. The algorithm is given in algorithm 9

and is based on the version of hyperbolic trilateration discussed in section 3.3.1.
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Algorithm 9 Step 4: Hyperbolic Trilateration
1: function posStruct = trilat(dABCD, dACBD, PosA, PosB, PosC)

2: dAC =
√

(posCy − posAy)2 + (posCx − posAx)2

3: dBC =
√

(posCy − posBy)2 + (posCx − posBx)2

4: dAB =
√

(posBy − posAy)2 + (posBx − posAx)2

5: m1 = dAC − dBC + dABCD

6: m2 = dAB − dCB + dACBD

7: m = [m1; m2]

8: s = [PosBx, PosBy; PosCx, PosCy]

9: z = 0.5[PosB2
x + PosB2

y −m12; PosC2
x + PosC2

y −m22]

10: A = s−1z

11: B = s−1m

12: Ans = B′B

13: if Ans < 1 then

14: dAD =
√

(A′B)2 − (B′B− 1) + A′B
1− B′B

15: PosD = A + BdAD

16: end if

17: if Ans > 1 then

18: dAD1 =
−√(A′B)2 − (B′B− 1)− A′B

B′B− 1

19: dAD2 =
√

(A′B)2 − (B′B− 1)− A′B
B′B− 1

20: PosD1 = A + BdAD1

21: PosD2 = A + BdAD2

22: end if

6.2 Chapter Conclusion

In this chapter a detail design was presented for a simulation model of the concep-

tual design presented in chapter 5. This detail design was presented in the form of a

high level overview which was then broken down into sections that were presented
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by means of pseudo code algorithms. Before this simulation model can be used in

experiments it must first be verified and validated. This is the focus of chapter 7.
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Validation and Verification

In this chapter the simulation model presented in chapter 6, is validated and verified. This is

done in three stages. Firstly, the basic theory that the simulation is based on, the simulation’s

logic, causal- and mathematical-relationships as well as assumptions made are validated. Next,

the implementation of the simulation is verified by showing that the outputs of each of its steps

are correct. Lastly, the simulation model’s outputs are validated by showing that they are accu-

rate enough for the purposes of this dissertation.

Before the simulation model can be used in experiments, it must first be validated and

verified. This is done to ensure that the results obtained from the experiments can be

trusted. The process of validation and verification followed in this chapter is based

on an article written specifically on the validation and verification of simulation mod-

els [12]. This paper divides the process of the validation and verification of a simulation

model into three parts:

• Conceptual model validation;

• Computerised model verification;

• Operational validation.
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The term conceptual model can be described as the simulation model before it has been

implemented on a computer. It encompasses all of the theories and assumptions that

the model is based on, as well as the manner in which these theories and assumptions

are logically linked together to create the simulation model. Validating the conceptual

model entails proving that the theories used are correct and correctly implemented,

showing that the assumptions that were made are reasonable and that the logic, causal-

and mathematical-relationships are reasonable for the intended purpose of the simu-

lation model. [12]

Computerised model verification is the process of testing whether the conceptual model

has been correctly programmed on a computer. In [12], a distinction is made between

the verification of implementations in simulation languages such as MATLAB and the

verification of implementations in high level programming languages such as C++ and

FORTAN.

Verification of simulation languages entails checking if the functions and models of

the simulation language can be accepted as correct and whether the simulation model

is programmed correctly. When a high level language is used then it should be checked

for proper software engineering techniques such as structured programming, program

modularity and object oriented design. Simulation models written in high level lan-

guages must also be tested to verify that the model is programmed correctly. [12]

Finally, operational validation involves proving that the simulation model’s outputs

are accurate enough for its intended purpose [12].

These steps are now followed to validate and verify the simulation model described in

chapter 6.
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7.1 Conceptual Model Validation

In this section the ideas behind the simulation model before implementation are vali-

dated. This section is further divided into sections for theories, assumptions and finally

logic, mathematical- and causal-relationships.

7.1.1 Theorems

The four theorems that are validated concern the working of RIPS with the first three

of these provided in [7] and the final provided in [21].

Theorem 1: Let fB < fA be two close carrier frequencies with δ = ( fA − fB)/2δ << fB

and 2δ < fcut. Furthermore assume that a node receives the radio signal

s(t) = aAcos(2π fAt + ϕ1) + aBcos(2π fBt + ϕ2) + n(t)

where n(t) is Gaussian noise. Then the filtered RSSI signal r(t) is periodic with a fun-

damental frequency of fA − fB and absolute phase offset ϕA − ϕB. [7]

The proof for this theorem is given in [7]. It can be shown that the simulation con-

forms to the requirement set by this theorem by referring back to table 6.1. In table 6.1

the transmission frequency of antenna B is defined as fB = fA − 2δ, this is in line with

the requirements of fB < fA and δ = ( fA − fB)/2. Since fA is in the range of either

gigahertz or megahertz and δ is in the range of kilohertz the requirement of δ << fB

is also met.

Theorem 2: Assume two nodes A and B transmit pure sine waves at two close fre-

quencies fA > fB such that fA − fB < fcut and two other nodes C and D measure the

filtered RSSI signal. Then the relative phase offset of the signals received at nodes C

and D is then

2π

(
dAD − dAC

λA
+

dBC − dBD

λB

)
(mod2π) [7]
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The proof of this theorem is given in [7]. The requirements are the same as those of

the previous theorem and have already been shown to have been met.

Theorem 3: Assume that two nodes A and B transmit pure sine waves at two close fre-

quencies fA > fB and two other nodes C and D measure the filtered RSSI. If fA − fB <

2 kHz and dAC, dAD, dBC, dBD < 1 km then the relative phase offset of the signals mea-

sured at nodes C and D is.

2π
dAD − dBD + dBC − dAC

λcarrier
(mod2π)

where λcarrier is the wavelength of the frequency fcarrier =
fA + fB

2
. [7]

The proof of this theorem is given in [7]. In the simulation the difference between

the two transmitted frequencies δ can be set to any value and can therefore simply be

given any value that complies with the requirement of δ < 2 kHz set in this theorem.

The theorem also requires that distances between the nodes, or in this case antennas be

less that 1 km. The idea for this dissertation is to use antennas mounted on the same

device as nodes. The distances separating the antennas has been left open for inves-

tigation, but it can be safely assumed to be less than 1 km. In practice the maximum

localisation range achieved by RIPS thus far is 160 m [8]. Therefore this requirement

is also met. The rest of the requirements are the same as those of the previous two

theorems and have already been shown to have been met.

The next theorem concerns how combinations of nodes are chosen to create sets of

linearly independent q-ranges.

Theorem 4: The dimension of the vector space spanned by the measurements dABCD

on a set of n nodes, n > 3 is n(n− 3)/2 [21].

Thus in the case of the conceptual device where there are three antennas and one NOI

n, equals four. According to the theorem this means that is possible to make two lin-
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early independent q-range measurements. The proof for theorem 4 is provided in [21].

The choice of which antennas are used to transmit or receive can be made by refer-

ring to the proof of this theorem. In the proof all possible combinations of nodes for

q-ranges are divided into classes. For this case only classes zero and one apply. These

classes are defined as

Class0 : {012D|2 < D} containing n− 3 elements;

Class1 : {0B1D|1 < B < D} containing (n− 2)(n− 3)/2 elements; [21]

Using these classes only two combinations of nodes are possible, dABCD and dACBD.

These are the combinations chosen in the conceptual design.

Thus proofs of the theorems used have been provided and it has been shown that

these theorems are applied correctly and are therefore valid in the simulation model.

7.1.2 Assumptions

In the simulation model two assumptions are made. Firstly, it is assumed that the

transmitted signals propagate at the speed of light in free space. Defined as

c = 299,792,458 m/s

Since the signal passes through air this is a good approximation [15]. Therefore this

assumption can be seen as reasonable.

The second assumption made is that Rician fading would apply in the case being

studied. Rician fading models multipath fading with a dominant line of sight com-

ponent [31]. In other words the signal travels along a direct path from transmitter to

receiver. This is important because the phase shifts in RIPS are defined by assuming

that the measured signal travelled along a straight path.
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Thus it can be concluded that the assumptions made for this simulation are reason-

able for the intended purpose of the simulation model and are therefore valid.

7.1.3 Logic, Causal- and Mathematical-Relationships

The first step in the conceptual model is to define all the variables used in the model.

This is done according to the requirements of the theorems discussed in section 7.1.1.

The next step is given in algorithm 1 of chapter 6. In the first line, the positions of

the antennas and NOI are used to calculate the distances that make up the q-range.

The formula used is the standard formula to calculate distance between two points in

a two dimensional Cartesian space given the positions of the points. The distances

calculated are then used along with the wavelengths of the two transmitted frequen-

cies to calculate the absolute phase offsets at the receiving NOI and antenna in line

2 of the algorithm. The formula used works by calculating the remainder from div-

ing the distance between the transmitting antenna and receiving antenna/node by the

wavelength of the transmitted frequency. This remainder value is then divided by the

wavelength in question, giving the proportion of the wavelength that was completed.

The result of this is then multiplied by −π to transform it into radians. A value of one

π is used instead of two because the FFT function used later on only returns phase

angle values up until π. This is compensated for when the still ambiguous q-range

is calculated from the relative phase offset between the two receivers by dividing the

relative phase offset by π instead of 2π.

The next step is shown in algorithm 2 of chapter 6. In the first line a time series is

created. The separation of points in this time series represents period of the sampling

frequency used and its length represents the sample time. In the second line the cal-

culated phase values are then used to define a mixed down version of the interference

signal measured at the NOI, the values of which are calculated for each point in the

time series. This formula for the mixed down version of the signal is given in [7]. In
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this formula it is assumed that the mixing did not have an effect on the phase offsets

and since this formula comes from a published, peer reviewed paper it can be accepted

as reasonable.

Once the interference signal at the NOI has been calculated this signal is subjected

to Rician fading, rectified and filtered. The FFT of the signal measured at the NOI is

then calculated. This is done as shown in algorithm 3 of chapter 6. All of this is done

using verified MATLAB functions.

In line one of algorithm 4 of chapter 6, the phase of the envelope signal at the idle

receiver is calculated theoretically. The envelope signal’s phase measured at the NOI

is calculated from the signal’s FFT in lines two to three. Now that the absolute phase

of the interference signal at each of the receivers has been measured, the relative phase

offset is calculated by simply calculating difference between the phases. As shown in

line four of algorithm 4. In the fifth line the still ambiguous q-range is calculated us-

ing the relative phase offset. The formulas used for these calculations have been taken

from [7], a published peer reviewed article and can therefore be accepted as correct.

Now the ambiguity in the q-range must be solved. The simulation model is able to

do this in two ways, either by using TAC given in [8] or by using Same k given in [28].

Both of these methods are discussed in chapters 3 and 4

If TAC is used, the previous steps are repeated a number of times using a different

transmission frequency each time and recording each iteration’s ambiguous q-range

value. Once this has been done all the possible values of each q-range are calculated

and stored as a matrix. The limit of possible values for a case with three stationary

measurement points in RIPS is defined and proven in section 3.3.1 of chapter 3 and

implemented in algorithm 5. This limit is used to calculate all the possible values for

each q-range given the wavelength of the carrier signal as shown in lines one to four

of algorithm 5. All the sets of possible values for each measurement’s q-range are then

compared as shown in algorithm 6. This algorithm compiles a list of sets of values,
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one from each measurement that differ by less than a specified maximum difference.

This difference is used to filter the number of combinations of q-ranges values that are

generated. This is necessary, since calculating every possible combination would be

too computationally demanding. Once this list has been compiled it is searched for the

combination of q-range values that has the smallest variance in algorithm 7. There is of

course a chance that there could be more than one value occurring in each set,possibly

resulting in incorrect yet similar q-range values having the smallest variance. How-

ever, if several measurements are made the chances of this are unlikely [8].

Same k is simpler. It is shown in algorithm 8 of chapter 6. In line one of the algo-

rithm the q-range is checked so see if it is within the limits of possible values defined

in 3.3.1 of chapter 3. If it is within these bounds it is used without any alteration. If

it is outside these bounds the measurement is repeated using another transmitter fre-

quency with a wavelength that is of such a nature that its ambiguity areas as defined in

chapter 4, do not overlap with those of the previous transmitter frequency used. The

new q-range resulting from this is then used without any alteration.

The entire process up until now is repeated twice each time with a different combi-

nation of transmitters and receivers as defined by theorem 4. These two q-ranges are

then processed using hyperbolic trilateration as shown in algorithm 9. Hyperbolic

trilateration is a well known method of processing localisation data [16] and this algo-

rithm has been tested in two peer reviewed and published papers [24, 25]. Therefore

the logic, mathematical- and causal-relationships that the algorithm is comprised of

can be viewed as sound. The algorithm is fed two linearly independent q-ranges ac-

cording to the algorithms requirements and therefore the algorithm’s incorporation

into the simulation model can be seen as reasonable for the intended purpose of the

model.
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Conclusion

In this section the conceptual model has been validated. The theory on which the

simulation model is based has been shown to be true and correctly implemented. The

assumptions that are made have been shown as reasonable as well as the simulation

model’s logic, mathematical- and causal-relationships. Therefore it can be concluded

that the conceptual model is valid according to the requirements set in [12].

7.2 Computerised Model Verification

The computerised model is verified by checking if it was programmed correctly in line

with what was set out in the conceptual model [12]. In this section this is done by

testing each algorithm presented in chapter 6 to see whether the algorithm’s outputs

correlate with what can be be expected according to the conceptual design. The inputs

and their values are listed in table 7.1 and were defined according to table 6.1 in chapter

6.
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Table 7.1: List of input values used

Variable Name Value
C 299,792,458 m/s
FAtrans 5.180 GHz
FBtrans FBtrans = FAtrans− Sigdi f f
Sigdi f f 1.990 kHz
FA 30 kHz
FB FB = FA − Sigdi f f

FC FC =
FA + FB

2
λC λC =

C
FC

samplerate 100 kHz
samplelength 4 ms
sampleres 10 Hz
bandsep 20 MHz
measnum 6
PosA (0,0)
PosB (0,1)
PosC (1,0)
PosD (5,5)

Algorithm 1

The outputs generated by the computer implementation of algorithm 1 are shown in

figure 7.1. The results of calculating these outputs by hand using the formulas used

in algorithm 1, are shown in table 7.2. By comparing the values in figure 7.1, with

those in table 7.2 the computer implementation of algorithm 1 is verified as correct.

The differences in the values can be explained as the result of different methods of

rounding being used.
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Figure 7.1: Simulation model outputs for algorithm 1

Table 7.2: Expected outputs for algorithm 1

Variable Name Value
dAC 1
dAD 7.071
dBC 1.414
dBD 6.403
phase ac -0.875
phase ad -0.556
phase bc -1.368
phase bd -2.000

Algorithm 2

The output generated by the computer implementation of algorithm 2 is shown in

figure 7.2. In this figure the envelope frequency is seen to present at 1.990 kHz in its

still unrectified form, having both positive and negative amplitudes. This is the output

that is expected from the correct implementation of algorithm 2. The shape of the

signal in the output can be further verified by referring to images of the unrectified

envelope frequency shown in [7, 8]. This output correlates with expected results as
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well as images given in [7, 8] and can therefore be verified as correct.
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Figure 7.2: Simulation model outputs for algorithm 2

Algorithm 3

The output generated by the computer implementation of the first five lines of algo-

rithm 3 is shown in figure 7.3. The output shows that the first part of the algorithm

behaves as expected. By looking at the amplitude of the signal it can be seen that the

fading that was applied had an effect. The shape of the waveform is what can be ex-

pected from rectification and the blank areas at the base of each waveform shows that

the filter worked correctly. This part of the implementation can be verified as correct.
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Figure 7.3: Simulation model outputs for the first five lines of algorithm 3

The output of the FFT function (line seven in algorithm 3) is shown in figure 7.4. This

shows the envelope frequency present at 1.990 kHz, where it should be according to

RIPS literature [7, 8]. The large component at the beginning of the spectrum is caused

by sampling. This output further verifies the implementation up until now as correct.
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Figure 7.4: Magnitude plot of FFT from simulation model outputs for line seven in
algorithm 3

Algorithm 4

The output of the computer implementation of algorithm 4 is shown in figure 7.5. The

results of calculating these outputs by hand using the formulas used in algorithm 4,

are shown in table 7.3. By comparing the values in figure 4, with those in table 7.3, the

computer implementation of algorithm 4 is verified as correct. The differences in the

values can be explained as the result of different methods of rounding being used and

the effects of sampling and Rician fading.

102



Chapter 7 Computerised Model Verification

Figure 7.5: Simulation model outputs for algorithm 4

Table 7.3: Expected outputs for algorithm 4

Variable Name Value
phaseABCD -0.949
phaseC 0.493
phaseD 1.443
qrangeAmbiguous 0.017

Algorithm 5

The output of the computer implementation of algorithm 5 is shown in figure 7.6. The

output of the first four lines of algorithm 5 calculated by hand are shown in table 7.4.

The hand calculated output of the first four lines of algorithm 5 correlate with the

output of the computer implementation. The differences between the values can be ex-

plained by different methods of rounding being used. The variable meastable1 is the

list containing each measurement’s set of possible q-range values. Using the number

of measurements, given in table 7.1 as 6 with the range of possible values for n the

correct dimensions for this list can be calculated. With a range of possible values for n

from -11 to 25, there are 37 possible q-range values for each measurement (zero is also

counted). With six measurements and 37 possible q-range values for each measure-

ment, the dimensions of the list should be 6×37. This correlates with the dimensions

of meastable shown in figure 7.6.
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Figure 7.6: Simulation model outputs for algorithm 5

Table 7.4: Expected outputs for the first four lines of algorithm 5

Variable Name Value
nmax 25
nminC -11
qmax 1.4142
qmin -0.5858

A section of the table’s contents are shown in figure 7.7. The possible q-range value

all differ by multiples of λC, which is correct. The unambiguous q-range value has a

value of 1,082,157, when calculated by hand using the definition of the q-range given

in (3.13). This value can be seen can be seen in column 31 of all six the measurements

except for the second where it can be found at column 30.
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Figure 7.7: Simulation model’s contents of the meastable variable from algorithm 5

These outputs are correct thus the implementation of algorithm 5 can be verified as

correct.

Algorithm 6

The output of the implementation of algorithm 6 is given in figure 7.8. It shows the

contents of the table generated by algorithm 6. The sets of q-range values are all valid

combinations and all the values contained in the sets differ by less than the maximum

allowed difference specified in algorithm 6. The unambiguous q-range can be seen in

row 3. This correlates with what is expected from algorithm 6. This output is correct

and this algorithm can therefore be validated as being correct.
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Figure 7.8: Simulation model’s contents of the keeper variable from algorithm 6

Algorithm 7

Algorithm 7 only has a single output, the true unambiguous q-range. This output is

given in figure 7.9.

Figure 7.9: Simulation model outputs for algorithm 7

This value correlates with the value of the q-range calculated by hand, which is 1,082,157.

Therefore the implementation of algorithm 7 can be verified as being correct.
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Algorithm 8

Same k functions in a different manner from TAC. Because of this a slightly different

set of input values are required. A list of input values used for this test is given in table

7.5.

Table 7.5: List of input values used for Same k

Variable Name Value
C 299,792,458 m/s
FAtrans 60 MHz
FBtrans FBtrans = FAtrans− Sigdi f f
Sigdi f f 1.990 kHz
FA 30 kHz
FB FB = FA − Sigdi f f

FC FC =
FA + FB

2
λC λC =

C
FC

samplerate 100 kHz
samplelength 4 ms
sampleres 10 Hz
bandsep 10 MHz
PosA (0,0)
PosB (0,1)
PosC (1,0)
PosD (5,5)

The measnum variable is omitted from this list because it does not apply for Same k.

The q-range value output by the computer implementation of algorithm 8 is shown in

figure 7.10.
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Figure 7.10: Simulation model outputs for algorithm 8

When this output is compared to the value of the q-range calculated by hand which

is 1,082,157, there is a slight error in the output of the implementation of algorithm 8.

However it is small enough for the output to be accepted as correct. Thus the imple-

mentation of algorithm 8 can be verified as correct.

Algorithm 9

Q-ranges produced using TAC are used to test this algorithm. The algorithm for hy-

perbolic trilateration algorithm 9 only has a single output, the position of the NOI. This

position can either be obtained unambiguously resulting in a single position being re-

turned, or ambiguously resulting in two possible positions being returned. The output

resulting from the input values given in table 7.1 is given in figure 7.11.
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Figure 7.11: Simulation model outputs for algorithm 9

The position given in the output has a 7 cm error, but is otherwise correct. The error

is the result of inaccuracy cased by sampling as well as a small phase shift caused by

filtering and can be expected. Therefore this output can be accepted as correct. In order

to verify that the algorithm functions correctly in the case of an ambiguous result it was

tested using a NOI position that would result in an ambiguous result. A position of

(−5,−5) was used. The output from this test is given in figure 7.12.

Figure 7.12: Simulation model outputs for algorithm 9 from a NOI position resulting
in ambiguity

The output given in figure 7.12 shows two positions, one correct and one incorrect.
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This is what is expected of a correctly functioning implementation of algorithm 9. The

implementation of this algorithm can therefore be verified as correct.

All of the algorithms that make up the simulation model have been correctly imple-

mented in MATLAB. The computerised model verification is complete as the MATLAB

implementation of the simulation model has been verified as correct.

7.3 Operational Validation

The purpose of the simulation model in this dissertation is to provide a means of test-

ing how a single node can use RIPS for localisation. This simulation model does exactly

this. It can therefore be concluded that the model is accurate enough for its intended

purpose and therefore operationally validated according to the requirements set out

in [12].

7.4 Chapter Conclusion

In this chapter the simulation model that was presented in chapter 6 was validated and

verified. This was done according to the process given in [12].

The conceptual model of the simulation model was validated by proving that the the-

ory that it is based on is correct and has been applied correctly, as well as proving that

the assumptions that are made are reasonable for the intended purpose of the simula-

tion model. Next the simulation model’s logic, mathematical- and causal-relationships

were proven to be sound and reasonable for the intended purpose of the simulation

model.

The simulations model’s implementation in MATLAB was verified as being correct

by checking if each of its algorithms functioned correctly. This was done by checking it
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the outputs produced by the algorithms correlated with what could be expected from

the input values that were used.

Finally, the simulation model was proven to be operationally valid by showing that

it was in line with what was stated in the research goal given in chapter 1. The simula-

tion model has been verified and validated and can now be used in experimentation.
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Experimental Methodology

In chapter 7, the simulation model designed in chapter 6 was validated and verified. In this

chapter experiments are developed for the simulation model to be used in. These experiments

will investigate the effects of specific system attributes on the performance of the system. This

is done with the aim of possibly observing patterns from these effects that can be be interpreted

by referring back to the fundamental theory that the system is based on. These insights will

eventually be used to make conclusions about the proposed system’s viability.

8.1 Experimental Methodology

The simulation model designed in chapter 6 will be used to investigate the effects of

the following system attributes on the accuracy of the system:

• The position of the NOI;

• The distance between the antennas;

• The operating frequency used;
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• The method of solving q-range ambiguity.

The effect of the position of the NOI relative to the device will be investigated by

varying its position over the axis intersections of a m×m two dimensional grid and

attempting to localise it at each position. The positions in this grid are spaced in inter-

vals of 1 m. This distance is chosen because the distances between nodes in a wireless

ad-hoc network would definitely be greater than 1 m and therefore the resolution is

fine enough. This overcompensation in resolution will be useful in studying the effect

of the NOI position on localisation accuracy.

Antenna configuration will be tested by varying it in terms of distances that the other

two antennas are placed from the “central” antenna which is placed at the origin (po-

sition (0,0)) of the two dimensional Cartesian space.

Three distances are used, 1 m, 0.5 m and 10 cm. The 1 m separation is chosen in order to

investigate the effects of a large separation between the antennas. The 10 cm separation

is chosen in order to investigate a small separation and the 0.5 m separation is chosen

as an intermediary between the previous two separations. The antenna configuration

is also chosen in such a way that it is slightly asymmetric. This is done because it has

been found to increase accuracy in RIPS [26]. This asymmetry is achieved by slightly

varying the distance between the “central“ antenna and one of the other antennas, as

can be seen from the antenna positions given in table 8.1.

In experiments using TAC to solve q-range ambiguity, two different frequency ranges

will be tested. The 2.412/2.452 GHz and 5.180/5.320 GHz ranges are chosen as given

in the 802.11n standard [30]. These frequency ranges were identified during the con-

ceptual design in chapter 5. Both frequency ranges will be tested for three different

antenna configurations, with the NOI being moved over an m×m grid for each ex-

periment. The process to be followed in experiments using TAC is shown in figure

8.1.
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Figure 8.1: An illustration of the process followed for experiments using TAC

Finally, an experiment will be done using Same k, developed in chapter 4. Only one

experiment will be done using Same k. This experiment is not meant to investigate the
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effects of using different antenna separations and operating frequencies as will be the

case in the other six experiments. The purpose of this experiment will only be to inves-

tigate the effects of using Same k to solve q-range ambiguity on localisation accuracy.

Once again the position of the NOI is moved over a m × m grid. For this experiment

only one antenna configuration will be tested. The use of Same k requires different

operating frequencies to be used, therefore the two operating frequencies to be used in

this experiment are 70 MHz and 60 MHz. Same k requires two operating frequencies

to function, therefore these two operating frequencies are used in a single experiment.

The process to be followed in the experiment using Same k is shown in figure 8.2. The

values of variables investigated for each experiment are shown in table 8.1.
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Present results 

and interpret

Choose Same k

using 70 MHz and 
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antenna 
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Figure 8.2: An illustration of the process followed for the experiment using Same k
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Table 8.1: Attribute combinations to be used in the simulation experiments

Frequencies Used Antenna Positions
60 MHz, 70 MHz PosA= (0,0) PosB= (0,1) PosC=(0.9,0)

2.412/2.452 GHz with 20 MHz spacings PosA= (0,0) PosB= (0,1.11) PosC=(1,0)
2.412/2.452 GHz with 20 MHz spacings PosA= (0,0) PosB= (0,0.55) PosC=(0.5,0)
2.412/2.452 GHz with 20 MHz spacings PosA= (0,0) PosB= (0,0.11) PosC=(0.1,0)
5.180/5.320 GHz with 20 MHz spacings PosA= (0,0) PosB= (0,1.11) PosC=(1,0)
5.180/5.320 GHz with 20 MHz spacings PosA= (0,0) PosB= (0,0.55) PosC=(0.5,0)
5.180/5.320 GHz with 20 MHz spacings PosA= (0,0) PosB= (0,0.11) PosC=(0.1,0)

For the experiments the following general assumptions are made:

• That there is line of sight between the device’s antennas and the NOI;

• That Rician fading with a K factor of 9 dB, applies for the channel;

• That there is no additional radio interference;

• That hardware tolerances in terms of transmission frequency accuracy are negli-

gible.

8.2 Chapter Conclusion

In this chapter, system attributes to be investigated were identified and the methodol-

ogy for the experimental evaluation of the simulation model was presented. Assump-

tions made for these experiments were also given. Results from these experiments are

presented in the following chapter, chapter 9.
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Simulation Results and Observations

In this chapter the results for the experiments that were developed in chapter 8 are shown and

observations are made from these results. The experiments are divided into three sections. The

first two sections make use of TAC to solve q-range ambiguity, with the first section using the

5 GHz frequency range and the second using the 2.4 GHz frequency range. In the final section

Same k is used to solve q-range ambiguity.

The results presented in the first two sections (section 9.1 and section 9.2), were ob-

tained by using TAC to solve q-range ambiguity. These two sections are divided into

groups for each frequency range, with every antenna configuration tested for each

of the frequency range. The results presented in section 9.3 were obtained by using

Same k to solve q-range ambiguity. For every experiment a graphic representation of

the experiment’s results is given in the form of a two dimensional map. These maps

show the different NOI positions used in the experiments and the localisation results

obtained for those NOI positions. There is a differentiation between the different local-

isation results in terms of whether they were determined ambiguously or unambigu-

ously. This ambiguity is due to the use of hyperbolic trilateration to process q-ranges

into NOI positions which in some cases results in two possible positions for the NOI.

Unambiguously obtained NOI positions are shown as red circles, while correct NOI
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positions obtained ambiguously are shown as black circles. Incorrect NOI positions

obtained ambiguously are shown as blue circles.

Determining which one of the two NOI positions obtained from an ambiguous result

is the correct one is done by comparing these two positions with the actual position

of the NOI. The position that is the closest to the actual position of the NOI is then

accepted as the correct position. This is done with the assumption that the incorrect

ambiguously obtained NOI position can be identified with co-operation from another

conceptual device. This was stated as a possible solution for the ambiguity sometimes

occurring in the NOI position retuned by hyperbolic trilateration in section 5.2.3.

The incorrect ambiguously obtained NOI positions were therefore not taken into ac-

count when calculating the localisation accuracy standard deviation, maximum error

and mean error given for the results of each experiment. This also applies to the his-

togram of errors per localisation attempt accompanying the results of each experiment.

The error in localisation accuracy for each individual localisation attempt was calcu-

lated as the difference in distance between the actual NOI position and the localised

NOI position. This is in line with the definition of accuracy given in section 2.1.1.

Finally, it should be noted that the positions of the antennas shown in the figures ac-

companying experiments 2, 3, 5 and 6 are not to scale for illustrative purposes.

9.1 5.180/5.320 GHz

This section makes use of TAC as shown in algorithms 5, 6 and 7 to solve q-range

ambiguity. For the frequency range used, 6 different measurements were made to de-

termine a q-range, each using a different frequency. Since two q-ranges are required

for the hyperbolic trilateration given in algorithm 9 that was used, this equals 12 RIPS

measurements per localisation attempt. The 6 measurement frequencies are separated

by 20 MHz and are listed in table 9.1 alongside their corresponding channel numbers
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as defined in the IEEE 802.11n standard [30]. This frequency range was chosen for

investigation in chapter 5.

Table 9.1: Frequencies used for measurements in the 5.180/5.320 GHz range

Channel Number Frequency
36 5.180 GHz
40 5.200 GHz
44 5.220 GHz
48 5.240 GHz
52 5.260 GHz
56 5.280 GHz

Experiment 1

This experiment was done using the variable values shown in table 9.2. The results for

this experiment are given in table 9.3 and graphically illustrated in figures 9.1 and 9.2.

Table 9.2: Values assigned to variables for experiment 1

Variable Name Assigned Value
Measurement Frequency Separation 20 MHz

Number of Measurements per q-range 6
Antenna Configuration PosA= (0,0) PosB= (0,1.11) PosC=(1,0)

Grid Size 20 m×20 m

The results for experiment 1 given in table 9.3 show that the position of the NOI was

determined to within an average error of 0.035 m for all NOI positions that were tested.

There was a standard deviation of 0.132 m from the average error and the maximum

error was 1.989 m. There is a large difference between the average and maximum error.

Table 9.3: Results for experiment 1

Attribute Value
Average Error 0.035 m

σ 0.132 m
Maximum Error 1.989 m

By referring to figure 9.1 it can be seen that this large deviation is caused by a small
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number of NOI positions. This observation is verified by the histogram in figure 9.2 as

well as the standard deviation of 0.132 m. In figure 9.2 it can be seen that the majority

NOI positions return small errors relative to the maximum error. The maximum error

is shown to be an outlier.
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Figure 9.1: Results for experiment 1

The localised positions with large errors relative to the average error are all located

on the extended lines intersecting two antennas. For the three antenna design that

was used there are three such lines. These lines can be seen as the extended sides of

a triangle created by using the three antenna positions as corners. When the NOI is

positioned on one of these lines the localisation accuracy decreases sharply.
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Figure 9.2: Histogram of localisation errors for experiment 1

The results for localisation attempts for positions that are not on one of these lines seem

to be more accurate. This is the same for results obtained both unambiguously and

ambiguously. It can be seen that the incorrect ambiguous results are located close to

the positions of the antennas and are also visible to a lesser degree along the extended

lines connecting the antennas.

Experiment 2

This experiment was done using the variable values shown in table 9.4. The results for

this experiment are given in table 9.5 and graphically illustrated in figures 9.3 and 9.4.
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Figure 9.3: Results for experiment 2

Table 9.4: Values assigned to variables for experiment 2

Variable Name Assigned Value
Measurement Frequency Separation 20 MHz

Number of Measurements per q-range 6
Antenna Configuration PosA= (0,0) PosB= (0,0.55) PosC=(0.5,0)

Grid Size 20 m×20 m

In experiment 2 an average error of 0.115 m was achieved with a standard deviation of

0.370 m. The maximum error was 3.539 m. The results for experiment 2 show the same

patterns as observed in experiment 1. Again there is a large difference between the

maximum and average error given in table 9.5 and again this seems to correlate with

the position of NOI relative to the antenna positions, as can be observed in figure 9.3.

The one difference that can be observed between these results and those for experiment
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1 is an increase in the average error, standard deviation and maximum error.

Table 9.5: Results for experiment 2

Attribute Value
Average Error 0.115 m

σ 0.370 m
Maximum Error 3.539 m

The histogram of measurement errors given in figure 9.4 shows that the maximum

error is once again an outlier. It also shows that more values have retuned larger error

values, when compared to the histogram of the result for experiment one, shown in

figure 9.2. This is confirmed by the value of the standard deviation, which is now

0.370 m. Since the only variable that was changed for this experiment is the antenna

configuration, it is possibly the cause. Once again the incorrect ambiguously obtained

NOI positions all appear in positions that are close to the antennas or on the extended

lines connecting them.
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Figure 9.4: Histogram of localisation errors for experiment 2
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Experiment 3

This experiment was done using the variable values shown in table 9.6. The results for

this experiment are given in table 9.7 and graphically illustrated in figures 9.5 and 9.6.

Table 9.6: Values assigned to variables for experiment 3

Variable Name Assigned Value
Measurement Frequency Separation 20 MHz

Number of Measurements per q-range 6
Antenna Configuration PosA= (0,0) PosB= (0,0.11) PosC=(0.1,0)

Grid Size 20 m×20 m
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Figure 9.5: Results for experiment 3

In this experiment the average error,standard deviation and maximum error given in

table 9.7 have increased sharply in comparison to those of experiments 1 and 2. When
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figure 9.5 is observed it can be seen that the measured positions do not correlate with

the true NOI positions.

Table 9.7: Results for experiment 3

Attribute Value
Average Error 1.348 m

σ 2.225 m
Maximum Error 15.215 m

The histogram of localisation errors, given in figure 9.6, shows that a greater number

of NOI positions now result in greater errors. This is confirmed by the increased stan-

dard deviation, which has now increased from 0.370 m in experiment 2 to 2.225 m in

experiment 3. As in experiment 2 the only variable that was changed was the antenna

configuration. Thus this must be the cause of the increase in the size of localisation

errors. The incorrect ambiguously obtained NOI positions are all located either close

to the device or on the extended lines connecting its antennas. In figure 9.5 it can also

be seen that the errors in measurement seem to increase with the distance between the

device and the NOI.
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Figure 9.6: Histogram of localisation errors for experiment 3

9.2 2.412/2.452 GHz

The frequency range used in this section was chosen according to the frequency chan-

nels defined for the 2.4 GHz band in the 802.11 standard [30], as was chosen for in-

vestigation in chapter 5. The different channel frequencies are used to solve q-range

ambiguity by using TAC , as shown in algorithms 5, 6 and 7. For this frequency range,

three different measurements were used to determine a q-range. Since two q-ranges

are required for the hyperbolic trilateration that was used to solve the q-ranges, 6 RIPS

measurements are required per localisation attempt. The 3 frequencies used for mea-

surements are separated by 20 MHz and are listed in table 9.8 alongside their corre-

sponding channel numbers.
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Table 9.8: Frequencies used for measurements in the 2.412/2.452 GHz range

Channel Number Frequency
1 2.412 GHz
5 2.432 GHz
9 2.462 GHz

Experiment 4

This experiment was done using the variable values shown in table 9.9. The results

for this experiment are given in table 9.10 and graphically illustrated in figures 9.7 and

9.8. These results are similar to those obtained for experiment 1, which used the same

antenna configuration. The larger errors occurred on the extended lines connecting

the antennas, with accuracy appearing to increase when NOI positions were are not

placed on these lines.

Table 9.9: Values assigned to variables for experiment 4

Variable Name Assigned Value
Measurement Frequency Separation 20 MHz

Number of Measurements per q-range 3
Antenna Configuration PosA= (0,0) PosB= (0,1.11) PosC=(1,0)

Grid Size 20 m×20 m

The average error, standard deviation and maximum error are given in table 9.10. The

average error of 0.088 m does not differ by much from that of experiment 1, which

was 0.035 m. The maximum error on the other hand, has almost doubled. Increasing

from 1.989 m in experiment 1 to 3.579 m in experiment 4. There was also an increase in

the standard deviation when compared to experiment 1, which was 0.132 m while the

standard deviation in experiment 4 is 0.273 m.

Table 9.10: Results for experiment 4

Attribute Value
Average Error 0.088 m

σ 0.273 m
Maximum Error 3.579 m
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Figure 9.7: Results for experiment 4

The histogram of localisation errors given in figure 9.8, shows that the the majority of

NOI positions resulting in error values close to the average error. This is confirmed by

the standard deviation of 0.273 m. Finally, it is once again observed that the majority

of the incorrect ambiguously obtained NOI positions are located close to the antennas,

with the remainder being found on the extended lines connecting the antennas.
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Figure 9.8: Histogram of localisation errors for experiment 4

Experiment 5

This experiment was done using the variable values shown in table 9.11. The results

for this experiment are given in table 9.12 and graphically illustrated in figures 9.9 and

9.10.

Table 9.11: Values assigned to variables for experiment 5

Variable Name Assigned Value
Measurement Frequency Separation 20 MHz

Number of Measurements per q-range 3
Antenna Configuration PosA= (0,0) PosB= (0,0.55) PosC=(0.5,0)

Grid Size 20 m×20 m

In this experiment, results are similar to those of experiment 2, in which the same an-

tenna configuration was used. The average error, standard deviation and maximum
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errors are all given in table 9.12. These are larger than those for experiment 4 given

table 9.12. Therefore, once again the antenna configuration used in this experiment

seems to have a negative effect on accuracy. When compared with the results of exper-

iment 2, which used the same antenna separation distance, the average error, standard

deviation and maximum error values have all increased. This is similar the the com-

parison of the results for experiment 1 given in table 9.3 and those of experiment 4

given in table 9.10, which also shows the experiment using the 2.4 GHz band to result

in increased errors.
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Figure 9.9: Results for experiment 5
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Table 9.12: Results for experiment 5

Attribute Value
Average Error 0.545 m

σ 1.585 m
Maximum Error 12.804 m

It is once again observed that the majority of the incorrect ambiguously obtained NOI

positions are located close to the receivers. In figure 9.9 the incorrect ambiguously

obtained NOI positions are mostly located close to the antennas and to a lesser extent

on the lines connecting the antennas. However, there are now some instances where

the the incorrect ambiguously obtained NOI positions are not located on these lines. As

in experiment 3 it seems that the the error in localisation increases with distance. The

histogram for the error values for this experiment given in figure 9.10, shows that the

maximum error is caused by outlier values, this is confirmed by the standard deviation

of 1.585 m.
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Figure 9.10: Histogram of localisation errors for experiment 5
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Experiment 6

This experiment was done using the variable values shown in table 9.13. The results

for this experiment are given in table 9.14 and graphically illustrated in figures 9.11

and 9.12.

Table 9.13: Values assigned to variables for experiment 6

Variable Name Assigned Value
Measurement Frequency Separation 20 MHz

Number of Measurements per q-range 3
Antenna Configuration PosA= (0,0) PosB= (0,0.11) PosC=(0.1,0)

Grid Size 20 m×20 m
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Figure 9.11: Results for experiment 6

The average error, standard deviation and maximum error given in table 9.14 are
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greater than those produced in all previous experiments, including those of experi-

ment 3. In figure 9.11 it is once again observed that the majority of incorrect ambigu-

ously obtained NOI positions are located close to the antennas. However as is the case

in experiment 5 some of these positions are now not placed on the lines connecting the

antennas. As in experiments 3 and 5, errors also seem to increase with the distance

between the NOI and the device.

Table 9.14: Results for experiment 6

Attribute Value
Average Error 4.699 m

σ 18.037 m
Maximum Error 335.819 m

The histogram of this experiment’s localisation errors given in figure 9.12, show that

the maximum error of 335.819 m, is an outlier. This is confirmed by the standard de-

viation of 18.037 m. However this standard deviation also shows that a number of

localisation attempts resulted in errors that are larger than the average error of 4.699

m.
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Figure 9.12: Histogram of localisation errors for experiment 6

9.3 Same k

The following experiment was done using Same k to solve q-range ambiguity. For this

method a maximum of two RIPS measurements are required per q-range. These two

measurements are made using transmitter frequencies of 60 MHz and 70 MHz. Since

hyperbolic trilateration is still used and two q-ranges are therefore required for locali-

sation, this means that four RIPS measurements are required per localisation attempt.

This method makes use of transmitter frequencies that are much lower than those used

in the previous two experiments. This is due to the q-range ambiguity solution used

here requiring transmitter signals with wavelengths in the order of metres.

134



Chapter 9 Same k

Experiment 7

This experiment was done using the variable values shown in table 9.15. The results

for this experiment are given in table 9.16 and graphically illustrated in figures 9.13

and 9.14.

Table 9.15: Values assigned to variables for experiment 7

Variable Name Assigned Value
Measurement Frequency Separation 10 MHz

Number of Measurements per q-range 2
Antenna Configuration PosA= (0,0) PosB= (0,1) PosC=(0.9,0)

Grid Size 20 m×20 m

The results illustrated in figure 9.13 clearly show that the use of this method has a

negative effect on the accuracy of the system. This occurred even though the antenna

configuration used, was similar to one that yielded much better results in experiments

1 and 4.
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Figure 9.13: Results for experiment 7

The results for this experiment given in table 9.16 show a maximum error of 403.856

m. This is the greatest maximum error of any experiment done. This maximum error

is shown to be an extreme outlier in the histogram of localisation errors given in figure

9.14. This is confirmed by the standard deviation of 20.245 m. The average error of this

experiment was 3.672 m

Table 9.16: Results for experiment 7

Attribute Value
Average Error 3.672 m

σ 20.245 m
Maximum Error 403.856 m
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Figure 9.14: Histogram of localisation errors for experiment 7

9.4 Chapter Conclusion

In this chapter the results obtained for experiments done using the simulation model

were given. These experiments investigated the impact that three variables have on

the working of the conceptual design. These variables are:

• The position of the NOI;

• The distance between the antennas;

• The operating frequency used;

• The method of solving q-range ambiguity.
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Firstly, is was observed that the position of the NOI relative to the device does have an

effect on the system’s accuracy. When the NOI is placed in a position which aligns with

two of the device’s antennas the accuracy of localised positions decreased. It was also

seen that the further the NOI is placed from the device, the less accurate localisation

became.

The distance between the antennas was also observed to affect accuracy. Experiments

1 and 4 which tested the largest antenna separations, resulted in the greatest accuracy

being achieved. The experiments that tested the smallest antenna separation, exper-

iments 3 and 6, resulted in the greatest errors. Therefore it was observed that larger

distances separating the antennas resulted in greater accuracy.

With regards to operating frequency it was observed that lower frequencies resulted

in decreased accuracy. This can be seen by comparing the results for experiments that

used the same antenna separation and q-range ambiguity solution but different oper-

ating frequencies. Such comparisons can be made between experiments 1 and 4, 2 and

5, 3 and 6. In each of these comparisons its observed that the use of a higher operating

frequency resulted in greater accuracy.

It was observed that experiments 1 and 4 that used TAC and a large antenna sepa-

ration, resulted in greater accuracy than experiment 7 which used Same k along with

a similar antenna separation. It should be noted that this could be caused by the low

frequencies that are a requirement of Same k, since it was observed that low frequen-

cies resulted in lower accuracy.

Finally, it was observed that there is possibly a pattern in the incorrect ambiguously

obtained NOI positions. These positions seemed to group around the antennas and

appeared to a lesser extent on the lines connecting the antennas. This pattern could

possibly be used as a means of identifying the incorrect ambiguously obtained NOI

positions resulting from hyperbolic trilateration.
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Interpretation

In this chapter interpretations are made from the results and observations presented in chapter

9. Interpretations are organised according to the three variables that were tested, namely NOI

position, transmission frequency and antenna configuration. Results and observations obtained

from experiments done using Same k are also interpreted.

10.1 NOI Position

It was observed in chapter 9 that the position of the NOI has an effect on the accuracy

of the system. Firstly, it was observed that when the NOI position aligns with any two

of the device’s antennas the system’s accuracy degrades. Secondly it was observed

that accuracy degrades when the NOI moves further from the the device. These two

observations are now explained.
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10.1.1 Alignment With Antennas

The decrease in accuracy occurring when the NOI aligns with two antennas can be

explained by referring back to hyperbolic trilateration, which was studied in sections

2.1.3 and 3.3.1. This is done by looking at what the hyperbolas look like in cases where

the NOI aligns with two antennas. There are three possibilities for this, if the antennas

are named A, B and C, these cases are:

• Alignment with antennas A and B;

• Alignment with antennas A and C;

• Alignment with antennas B and C.

Now each of these cases are investigated by placing the NOI in three different posi-

tions, each conforming to the cases identified and then examining how the hyperbolas

defined by such a case behave.

Alignment with antennas A and B

It can be seen from figure 10.1 that the hyperbolas in this case are becoming close to

parallel. Therefore any change in the hyperbolas due to errors in the q-range values

defining them would have a greater effect on where they intersect and therefore the

resulting NOI position.
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Figure 10.1: An illustration of hyperbolic trilateration when the NOI aligns with an-
tennas A and B
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Alignment with antennas A and C
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Figure 10.2: An illustration of hyperbolic trilateration when the NOI aligns with an-
tennas A and C

Once again it can be seen from 10.2 that the hyperbolas are once more close to parallel,

resulting in the same increased sensitivity to errors in q-range values.
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Alignment with antennas B and C
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Figure 10.3: An illustration of hyperbolic trilateration when the NOI aligns with an-
tennas B and C

The result in this case, shown in figure 10.3 is the same as that of the previous two.

The hyperbolas are close to parallel, resulting in greater sensitivity to errors in q-range

values. It can therefore be concluded that the decline in accuracy occurring when the

NOI aligns with two antennas is caused by the hyperbolas in hyperbolic trilateration

being close to parallel. This results in greater sensitivity to errors in q-range values.
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10.1.2 Distance Between NOI and Device

It was also observed that measurements become less accurate as the NOI moves further

away from the device. This can be explained by referring back to chapter 3. In chapter

3 it is stated that the range of possible q-range values is limited by (3.18). The range

was also defined specifically for the case of hyperbolic trilateration in (3.35). A limited

range of possible q-range values does not imply a limited number of q-range values.

Since q-ranges are real values there are an infinite number of q-range values within a

bound range, but this means that an ever increasing resolution is needed. This makes

the system sensitive to errors. The distribution of q-ranges dABCD is given in the form

of a contour plot in figure 10.4.
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By referring to figure 10.4 it can be seen that the q-range values are very diverse close

the the device while diversity decreases as the NOI moves further from the device.

When a smaller range of q-range values has to be used to describe a larger area, a finer

decimal resolution needs to be used. This causes the system to be more sensitive to

errors in areas where the range of possible q-range values decreases.

10.2 Frequency

From results presented in chapter 9 it was observed that the use of higher frequencies

resulted in greater accuracy. There are two possible reasons for this. The first can be

explained by referring back to (3.16).

dABCD = ϕABCD
λc

2π
+ nλc, nεZ (3.16)

Signals with higher frequencies have shorter wavelengths as can be seen from (10.1)

[32].

λ =
C
f

(10.1)

This means that more wavelengths are likely to be completed by the time the signal

reaches the NOI. Therefore the value of n in (10.2) is higher. This idea can be sub-

stantiated by defining a maximum value for the ambiguous q-range. This is done by

first referring to the definition of the relative phase offset measured between the two

receivers in RIPS, as given by (3.15).

ϕABCD = ϕC − ϕD (3.15)

Where ϕABCD is the relative phase offset between the two receivers and ϕC and ϕD are

the individual phases measured at each receiver. This definition can be expanded as

shown in (10.2).

ϕABCD = (ϕAC − ϕBD)− (ϕAD − ϕBD) (10.2)

Where ϕAC and ϕBC are the phase values of the signals transmitted by nodes A and

B at receiver C. ϕAD and ϕBD are the phase values of these same signals measured at
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receiver D. It can be seen that ϕABCD is at a maximum if ϕAC = 2π rad, ϕBC = 0 rad,

ϕAD = 0 rad and ϕBD = 2π rad. The maximum value of ϕABCD is then equal to 4π rad.

The value of the ambiguous q-range can then be calculated in (10.3).

νABCD = ϕABCD
λc

2π
(10.3)

Where νABCD is the ambiguous q-range and λC is the carrier frequency. The maximum

value of the ambiguous q-range νABCD is then equal to λC. If this maximum value is

used in the definition of the unambiguous q-range (10.4),

dABCD = 2λC + nλC (10.4)

It can be seen that as long as the limits of possible q-range values are large enough to

allow large values of n, the ambiguous q-range forms a small part of the true q-range

value in cases where the value of n is large. For example, if the q-range has a max-

imum value in terms of metres and an operating frequency in the order of gigahertz

is being used according to (10.1) the wavelength of the operating frequency is many

times smaller than the maximum q-range in such a case. This allows the second term

in (10.4) to make up the bulk of the q-range value in cases where the value of n is large.

This means that the bulk of the unambiguous q-range’s value is not subject to inac-

curacy, as long as n is determined correctly and there is no error in the transmission

frequency. With the measured phase offset of the interference signal being responsible

for any inaccuracies.

The second possible explanation for the increased accuracy of higher frequencies, is

that the effect that errors in phase measurement have on the q-range value is depen-

dent of the size of λC. With the effect of errors increasing with the value of λC. Ac-

cording to (10.1) wavelengths decrease as frequencies increase, therefore the errors of

high frequency measurements have a smaller effect. This idea can be substantiated by

altering (3.15) to include errors in the phase measurement at each receiver as is done

in (10.5).

ϕABCD = ϕC(1 + εC)− ϕD(1 + εD) (10.5)
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Where εC and εD are the measurement errors at receivers C and D respectively. If (10.5)

is rearranged, both these errors can be denoted by a single term εABCD, that is defined

in (10.6).

εABCD = ϕCεC − ϕDεD (10.6)

This is then substituted into (10.3). The result of this is shown in 10.7

νABCD = ϕABCD
λC

2π
+ εABCD

λC

2π
(10.7)

Finally, the result of (10.7) is substituted into the definition of the unambiguous q-range

(3.16), that is shown rewritten using νABCD in (10.8).

dABCD = νABCD + nλc (10.8)

The result of this is shown in (10.9).

dABCD = ϕABCD
λC

2π
+ εABCD

λC

2π
+ nλC (10.9)

From (10.9) it can be seen that the size of the error εABCD increases relative to the size of

the q-range, when a lower operating frequency is being used. It should be noted that

these effects might be offset by the fact that higher frequencies are more susceptible to

fading due to smaller wavelengths in practical applications [32]. This means that lower

frequencies could be more accurate in practical implementations. Using frequencies

in the range of gigahertz also creates a problem for practical implementation, since

hardware that functions at these frequencies is not able to tune their frequencies as

finely [29]. This makes it difficult to achieve the small separation between transmitter

frequencies required by RIPS.

10.3 Antenna Configuration

In chapter 9 it was observed that the antenna configuration had the greatest effect on

the system’s accuracy. Placing the antennas slightly asymmetrically improved accu-

racy, but the distance separating the antennas had the greatest effect. A Smaller dis-

tance separating antennas led to greater errors. This effect can be explained by looking
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at the range of possible values the q-range can have. For a case where three anten-

nas are stationary the range op possible values for q-range dABCD (3.13) are defined in

(3.35).

dABCD = dAD − dBD + dBC − dAC (3.13)

[−dAB + dBC − dAC; dAB + dBC − dAC]εR (3.35)

The last two terms in (3.13) are constant for all q-range values in the case of hyperbolic

trilateration using RIPS and only change with antenna configuration. The first two

terms form the difference in distance from antennas A and B to node D. Changes in the

q-range value are caused only by the this difference in distance.

If the range of possible q-range values is worked out for an antenna configuration

of PosA = (0,0), PosB = (0,1) and PosC = (1,0), a range of [−0.585; 1.414] is calculated.

This means that all the possible positions of node D have to be described with this

range of values. Since it is a range of real values there are an infinite number of val-

ues within the range, so it is possible to do this. However, this requires numbers with

a finer resolution, making such q-ranges more susceptible to errors. The smaller the

range of possible q-range values the more sensitive the system is to errors in q-range

value. Since the size of the range is determined by the distance separating the anten-

nas, with larger distances resulting in larger ranges, the antennas cannot be placed too

close to each other.

10.4 Same k

The results from the experiment carried out using Same k to solve q-range ambiguity

showed that this method resulted in lower accuracy when compared to results from

experiments that used TAC. This was observed to be the case even with distances of

metres separating the device’s antennas. There are three factors that contribute to this.

The first is that the q-range value returned by this method has an inherent error defined
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by (4.13).

Error = n (λA − λB) (4.13)

This value is small but since the q-range is already limited to such a small range of

values, it has an effect.

The second factor is the fact that this method relies on the use of low frequencies in

the order of tens of megahertz. This has already been interpreted as a drawback in sec-

tion 10.2. With wavelengths in the order of meters the value of n is likely to be small.

This means that most of the q-range’s value is subject to measurement errors. The third

and final factor is that the range of possible q-range values for experiment 7, is bound

by (3.35) to values in the range of [−0.554; 1445]. This is calculated using the antenna

positions used in experiment 7, given as PosA = (0,0), PosB = (0,1) and PosC = (0.9,0).

The wavelengths of the transmission frequencies used in experiment 7 were, 4.996 m

and 4.282 m. Thus the wavelengths used are large relative to the value of the q-range

in all cases. This causes any error in measurement to have a greater effect on the value

of the q-range. According to section 4.4, Same k relies on the wavelengths of the trans-

mission frequencies used to be greater than the maximum possible q-range value.

10.5 Pattern in Hyperbolic Trilateration Ambiguity

In chapter 9, a pattern was observed in the incorrect NOI positions returned in case

of ambiguity in hyperbolic trilateration. This pattern could be used to identify the

incorrect NOI position in such cases. However, no satisfactory explanation for this

pattern can be found. Therefore this subject remains open to investigation.
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10.6 Chapter Conclusion

In this chapter the observations made from results in chapter 9 were interpreted and

explained. These interpretations are used in the next chapter to make conclusions re-

garding the viability of the conceptual system.
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Conclusions

This chapter starts by giving a summary of the work that was done. In this summary the re-

search goal and the objectives for achieving it are firstly reviewed. The process of how these

objectives were met is then discussed. Finally, conclusions are drawn regarding the work done

and recommendations are made for future work.

11.1 Summary of Work Done

In chapter 1 a context for the work done in this dissertation was created in the form of

a background. From this background a motivation for the research was derived. The

motivation for the research was given as follows:

It was shown that RIPS imposes a lot of overhead in terms of the required co-operation

between nodes when making a measurement. The number of RIPS measurements

required to localise a node further increases this overhead. The implementation of

RIPS on a single wireless node was then identified a possible solution to this prob-

lem. The concept behind this was that the device would possess multiple antennas
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that would fulfil the role of individual nodes as in the conventional implementation of

RIPS. This would reduce the required number of q-range measurements as well as the

co-operation between nodes required to make these measurements. From this motiva-

tion the research problem and goal were defined as follows:

Research Problem: Investigation into the considerations and benefits of implement-

ing RIPS on a single wireless node.

Research Goal: To develop a conceptual design for a node capable of implementing

RIPS to localise other nodes with minimum co-operation and to test this system by

means of simulation.

The different issues that needed to be addressed in order fulfil the research goal were

identified as the following:

• A high level conceptual design of a node that is capable of localisation using RIPS

with minimum co-operation from other nodes;

• A simulation model of the conceptual design;

• Determination of conceptual design viability through simulation.

These issues were then addressed in the following way:

In chapter 2, a literature study was done regarding localisation in general. This lit-

erature study covered the different methods of making localisation measurements as

well as methods for processing localisation measurements into NOI positions. Useful

applications that require localisation to function were also discussed to provide further

background and motivation for the research.

The literature study was then continued in chapter 3 with an in depth study of RIPS.
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The process and theory behind a RIPS measurement was discussed in detail. The prob-

lem of q-range ambiguity was identified and an existing method of solving this prob-

lem, referred to as TAC was discussed. Different methods of processing q-range values

into NOI positions were then discussed.

In chapter 4, an alternative to the use of Test All Combinations (TAC) for solving q-

range ambiguity was developed. This was done by firstly identifying a special case of

q-range ambiguity in RIPS. A method dubbed Same k was then proposed to solve the

problem of q-range ambiguity by exploiting this special case of q-range ambiguity.

Chapter 5 focused on the development of a high level conceptual design of a node

capable of implementing RIPS with minimum co-operation. In this chapter choices

were made regarding the following aspects:

• The choice of method used to solve q-ranges;

• The number of antennas to be used and their layout;

• The methods of solving q-range ambiguity to be investigated further;

• The choice of operating frequency to be used in measurements, based on the

method of solving q-range ambiguity.

Firstly, hyperbolic trilateration was chosen as the method of solving q-ranges after the

advantages and disadvantages of all the available options were considered. The choice

of hyperbolic trilateration then determined the number of antennas to be used as three.

This was because hyperbolic trilateration requires three anchor nodes to function.

Ambiguity caused by hyperbolic trilateration is minimised when the three anchor

nodes are at a ninety degree angle. Therefore the choice of antenna layout was also

determined by the used of hyperbolic trilateration. The choice of distance between the

antennas was left to be investigated through experiments using the simulation model.
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It was also decided that the TAC and Same k methods for solving q-range ambigu-

ity would be investigated through experiments using the simulation model. Finally, a

high level functional flow was given for the conceptual design that was created. This

was then used in an example to explain how the conceptual device would function.

In chapter 6, a detail design of the simulation model was given. The processes of

the simulation model were broken up into steps and presented in the form of a flow

chart explaining the operation of the simulation model. Each of these steps were then

discussed and pseudo code algorithms were given to show how they would be imple-

mented. The simulation model was then implemented in MATLAB and validated and

verified in chapter 7. This was done by using a process designed specifically for the

validation and verification of simulation models given in [12].

In chapter 8, the experimental methodology was presented. The results from exper-

iments done using the simulation model were given in chapter 9. The experiments

were done by using the simulation model to localise a NOI over a grid of possible NOI

positions. Seven experiments were done. Experiments 1 to 6 made use of TAC, while

experiment 7 was done using Same k. Measurements were made in experiments 1 to

3 using the 5 GHz frequency range. In experiments 4 to 6 measurement were made

using the 2.4 GHz frequency range. Two measurement frequencies, 60 MHz and 70

MHz were used in experiment 7.

Different antenna configurations were also tested. Experiments 1, 4 and 7 used antenna

separation distances of 1 m. In experiments 2 and 5 antenna separation distances of 0.5

m were used. Antenna separation distances of 10 cm were used in experiments 3 and

6. For each experiment observations were made and from these observations patterns

were identified regarding the conceptual system.
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Finally, the observations made from the results were interpreted in chapter 10. Inter-

pretations were made regarding the effects of the following variables:

• The position of the NOI relative to the localising node;

• The distance separating the antennas;

• The frequency used to make measurements;

• The q-range ambiguity solution used.

11.2 Concluding Remarks

11.2.1 On the Same k Q-range Ambiguity Solution

Same k was developed as an alternative to the use of TAC in solving q-range ambiguity.

It promised to provide advantages over TAC in terms of the number of measurements

and processing required, by requiring at most two RIPS measurements per q-range

value at negligible additional processing overhead. However, the experimental results

provided in chapter 9, showed that the use of Same k results in a decrease in accuracy

when compared to TAC. In section 10.4 it was shown that this decrease in accuracy

was caused by a fundamental flaw in the design of Same k.

Same k relies on the use of q-range limits that are smaller than the wavelength of the

transmission frequency used. This causes errors in phase measurements to have a

greater effect on the resulting q-range values. Therefore it can be concluded that Same

k is not a viable solution for q-range ambiguity.
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11.2.2 On the Viability of the Conceptual Device

The aim of the conceptual device was to limit the co-operation required between nodes

in order to localise a NOI using RIPS. This was done by having the antennas on a mul-

tiple antenna device act as independent nodes would in RIPS. In doing so the required

co-operation is limited to co-operation between the device and the NOI, with the ex-

ception of cases where hyperbolic trilateration results in the NOI position being ob-

tained ambiguously. In such a case, positions from another device would be required

to identity the correct NOI position. This would only entail an exchange of localised

positions, no synchronisation would be required.

In chapter 9, a pattern was observed in the incorrect NOI positions that were obtained

ambiguously. This pattern can possibly be used to identify which of the positions in a

case of position ambiguity caused by hyperbolic trilateration is indeed the correct one.

However, no concrete explanation for this pattern could be found.

The experimental results provided in chapter 9, showed that the conceptual device

could achieve average accuracies in the range of centimetres. However, this was for a

case where only Rician fading and sampling errors had an effect on the measurements

made by the system. It should be noted that no attempt was made to correct these

errors. In [7], it was mentioned that higher level algorithms could be used to negate

the effects caused by multipath effects such as Rician fading.

The conceptual device relies on its multiple antennas acting as individual nodes would

in conventional RIPS. However, such a configuration causes the range of possible q-

range values to be bound by the distances separating the antennas. This was shown to

increase the sensitivity of RIPS to errors.

It was also shown in chapter 10, that the use of higher frequencies resulted in increased

accuracy for the cases studied. However, the use of frequencies in the gigahertz range

creates problems in RIPS with regard to the the 2 kHz maximum transmitter frequency
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separation required by RIPS [7, 29]. This is because devices operating in the gigahertz

range usually cannot tune their transmission frequencies finely enough. The increased

sensitivity of these frequencies to fading and multipath could also present a problem

in practical implementations.

However, it can still be concluded that the conceptual device would only be viable

if the operating frequency and antenna separation are chosen in such a way that the

transmitted signal’s wavelength is small relative to the distances separating the anten-

nas of the device. From the results of experiments presented in chapter 9, the relation

between signal wavelength and antenna separation distance can be quantified as being

0.057:1 for experiment 1, which resulted in the greatest accuracy.

11.3 Recommendations for Future Work

The research done, highlighted the following issues that warrant further investigation:

• The improvement of the simulation model;

• The development and investigation of alternatives to TAC for solving q-range

ambiguity;

• The investigation of the patterns observed in the incorrect NOI position returned

by hyperbolic trilateration;

• The development and investigation of alternatives to hyperbolic trilateration for

processing q-ranges;

• The investigation of existing technology that can be used to realise the conceptual

system.

Firstly, the simulation model needs to be expanded to include additional sources of

error that are specific to RIPS. The simulation model developed in chapter 6 only in-
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cluded the effects of sampling and Rician fading. Other factors such as hardware tol-

erances in terms of timing and transmission frequency errors need to be included. In

new literature presented in [33], an equivalent measurement noise model is derived

for RIPS. This could be used to increase the accuracy of the simulation model in terms

of measurement errors.

It was concluded that the Same k method for solving q-range ambiguity proposed

in this dissertation is not a viable solution for q-range ambiguity. The existing TAC

method is computationally intensive, therefore an alternative to this method is still

needed. New literature presented in [34], proposes two new methods for solving q-

range ambiguity. Another new method, that the authors claim correctly uses Chinese

Remainder Theorem, is presented in [35]. All of these methods warrant further inves-

tigation.

In chapter 9, patterns were observed in the incorrect position returned by hyperbolic

trilateration in cases of ambiguity with regards to the localised NOI position. These

patterns can possibly be used to solve the problem of ambiguity in hyperbolic trilat-

eration by identifying incorrect results in such cases. However, this pattern could not

be interpreted. Therefore an interpretation of these patterns that describes their cause

and provides a measure of certainty about when and where they occur is still needed.

In chapter 10, the hyperbolic trilateration method used to process q-ranges into NOI

positions was shown to posses increased sensitivity to errors in cases where the NOI

aligns with the antennas of the conceptual device. This due to the design of the concep-

tual device requiring localisation to be performed on NOI positions which are outside

of the triangle created by the three points of measurement (antennas) used. Alternative

methods for processing q-ranges values are thus needed. In [33], a new alternative to

hyperbolic trilateration is presented, this warrants further investigation.

Finally, an investigation must be made into existing hardware that could be used to

realise the conceptual system. A paper written on implementing RIPS using an FPGA
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in conjunction with a CC1000 chip [36], could provide a useful staring point for this.
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Abstract—The Radio Interferometric Positioning System
(RIPS) was developed by Maroti et al. for the purpose of node lo-
calization in wireless sensor networks. They theorized that RIPS
would produce ambiguous measurements when distances between
nodes exceeded a carrier wavelength. This paper investigates this
effect. In this investigation patterns in these invalid measurements
are studied and then explained by looking at the mathematics
behind RIPS. Findings made, provide a characterization of
ambiguity in RIPS as well as new methods to extend the range
of RIPS measurements beyond one carrier wavelength.

I. INTRODUCTION

The ability to determine the location of nodes in a wire-
less network opens the door to many useful applications in
wireless ad-hoc networks, such a geographic routing, location
based services and beamforming. In wireless sensor networks,
determination of a nodes position is important in situations
where sensors are placed in random positions that are not
predetermined. The Radio Interferometric Positioning system
(RIPS) was developed to solve this specific problem, although
it may be a useful technique for for other applications too[1].

Many different methods of solving the problem of local-
ization have been developed. Some systems rely solely on
radio measurements and measure characteristics such as radio
signal strength (RSS), time of flight (TOF) and angle of arrival
(AOA)[2]. RIPS makes use of relative phase differences which
is related to TOF. Others make use of ultrasonic sound such
as the Cricket system[3]. Each method has its own strengths
and weaknesses, therefore the choice of method depends on
the requirements and limitations of the environment in which
it is to be be used in. RIPS is promising because it possesses
the accuracy associated with TOF measurement and can be
implemented with relatively cheap hardware.

One limiting factor of RIPS, is that problems occur when
making measurements between nodes that are separated by a
distance greater than the wavelength of the carrier frequency
used in the measurements. This places limitations on the use
of higher frequencies, since the wavelength then becomes too
short to allow for practical distances between nodes[4]. A solu-
tion for this problem that makes use of multiple measurements
at different frequencies has been provided in [4]. This method
has been practically implemented for frequencies as high as
2.4 GHz in [5], but to the best of our knowledge no study has

been made about where and why exactly this problem occurs.
This might sound unnecessary as it is known that the problem
occurs due to distances beyond one carrier wavelength, but
our results show that this is not as straightforward as it would
seem. This paper provides the following contributions:

• A characterization of ambiguity in RIPS.
• Possible applications for this characterization that extends

the range of RIPS beyond a carrier wavelength.
The rest of this paper is divided into the following sections:

• RIPS Background
• Observed Patterns
• Mathematical Correlation
• Possible Applications
• Conclusions and Future Work

II. RIPS BACKGROUND

In this section a background explaining how RIPS functions
is given. This is done in order to give the reader of this paper
the knowledge required to understand the findings presented.
The following was first presented in [1]. Unlike conventional
methods of localization that use pairwise measurements, RIPS
makes use of sets of four nodes in its measurements as is
shown in figure 1. This is done by having two of the four
nodes acting as transmitters and the remaining two acting
as receivers. Measurements are made by having each of the
transmitter nodes transmit pure sine waves simultaneously at
slightly different frequencies. This small difference in frequen-
cies is key to how RIPS functions as it creates an interference
signal that has a frequency as defined in (1).

fe = fA − fB (1)

Where fA and fB are the frequencies of the signals transmitted
by the two transmitter nodes and fe is the envelope frequency.
If the difference between the two transmitter frequencies is
small enough it will be possible to measure this interference
signal with low cost hardware. Each of the two receivers then
each measure the phase of the interference signal that they
receive. The phase measured at each node is equal to the phase
difference between the two transmitter frequencies, as is shown
in (2) and (3).

ϕAC = −2π
(
dAC

λA

)
(2)
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Fig. 1. Illustration of a RIPS measurement with nodes A and B transmitting
and nodes C and D receiving.

ϕBC = −2π
(
dBC

λB

)
(3)

ϕC = ϕAC − ϕBC (4)

Where ϕAC and ϕBC are the phases of the signals from
transmitters A and B at receiver node C. λA and λB are the
wavelengths of the the transmitted frequencies and dAC and
dBC are the distances from nodes A and B to node C. The
phase of the interference signal is given in (4) as ϕC . The
equations for node D are similar.

A relative phase difference is then determined by subtracting
the phase differences measured at the receiver nodes from each
other in (5) .

ϕABCD = ϕC − ϕD (5)

Once the relative phase difference has been determined a
special value called the q-range can be determined.

dABCD = ϕABCD
λC

2π
(6)

Where λC is the wavelength of the carrier frequency fc.

fc =
fA + fB

2
(7)

The q-range is a linear combination of the distances between
each transmitter and receiver.

dABCD = dAC − dAD − dBC + dBD (8)

In order to determine the values of the individual distances
that make up a q-range, multiple measurements must be
made using different combinations of nodes. Combinations of
nodes must be chosen in such a way that they provide q-
ranges that are linearly independent and therefore solvable.
This aspect of RIPS falls outside the scope of this paper
and is further discussed in [6]. These solvable sets of q-
ranges can then be solved by different methods such as genetic
algorithms, hyperbolic trilateration or by simply by using
numerical methods.

This paper is concerned with what happens when measure-
ments are made where at least one pair of the four nodes
participating are separated by more that a carrier wavelength.
In such a case the actual value for the q-range is no longer
defined by (6) but by the following:

dABCD = ϕABCD
λC

2π
+ nλC nεZ (9)

This is a problem because the value provided by measurements
would differ from the true q-range value. There is therefore a
need to study where this occurs and why exactly it occurs.

III. OBSERVED PATTERNS

In this section q-range ambiguity is studied through an
empirical approach. This is done with the goal of identifying
patterns that would aid in the characterization of q-range
ambiguity. Intuitively one would think that q-range ambiguity
would occur for any distance that exceeded λC , but initial tests
revealed that this was not the case. Incorrect values occurred
at distances just beyond λC , but when these distances were
further increased correct values started occurring again. Thus
it was decided to use a brute force approach to give a rough
idea of were ambiguity occurred. This was done by using
MATLAB to calculate q-ranges at fixed intervals on a fixed
two dimensional grid. To simplify the situation the position
of only one node was varied. This configuration of nodes is
similar to that used by the hyperbolic trilateration method
given in [7]. Hyperbolic trilateration analytically solves q-
ranges in RIPS were three nodes are fixed anchor nodes
with known positions and the fourth node’s position is to be
determined.

Fig. 2. A two dimensional map showing where ambiguity occurs. This was
done by moving one of the four nodes all around the map using fixed intervals.

It should be noted that this MATLAB model is merely a
direct implementation of the equations given in the previous
section. No physical effects such as fading or multipath are
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considered as the aim of this paper is to study q-range ambi-
guity as q-range ambiguity is caused by the basic mathematics
behind RIPS.

For the scenario presented in figure 2 a carrier frequency
of 50 MHz was used with a frequency separation of 1
KHz between the transmitter nodes, the distance between the
stationary anchor nodes was 1 m and a resolution of 25 cm
was used. The results from the scenario illustrated in figure 2
showed that ambiguity only occurred in intervals that centred
around the transmitter nodes and then radiated outward. These
intervals appeared to be spaced a distance of λC apart, with the
areas between them yielding correct q-range values. It should
also be noted that since only one node is being moved in
this case, the ambiguity occurring is due to the position of
this node. The other three nodes all have stationary positions
that are separated by less than λC and therefore could not
contribute to ambiguity.

IV. MATHEMATICAL CORRELATION

The brute force test done in the previous section revealed
that q-range ambiguity appears to occur in circles around
transmitter nodes, leaving gaps where correct q-range values
are obtained. In order to determine if this is actually the case,
the mathematics behind RIPS must be investigated.

Incorrect q-range measurements occur when n in (9) does
not equal zero. Thus we have to isolate the variables that n is
dependent on in this case. The position of only one node is
changing and is therefore the only thing having an effect on
the q-range ambiguity in this case. We need to seek a stage
in the mathematics were measurements related to the moving
node are separate from the rest. Therefore we investigate the
equations behind the phase offset measurements at the moving
node. Equations (2) and (3) express the true value of the phase
offsets measured at node D. The measured offsets will however
differ from these when distances between nodes, are greater
than a signal wavelength. Therefore a measured and true offset
can be expressed in the following ways:

ϕtrue = −2π
(
nλ+

Res

λ

)
(10)

ϕmeasured = −2π
(
Res

λ

)
(11)

Where Res is a distance measured from the position of the
last completed period to the position of the receiver and is
illustrated in figure 3. The symbol n represents the number
of complete cycles the signal has completed before reaching
the receiver. The number of completed cycles is omitted from
the measured equation because only the phase of a signal is
measured.

When (10) and (11) are each substituted into (5) it can be
seen that the two n values cancel each other out when reduced
to the final form in (12). This holds if signals sent from the
two transmitter nodes are in the same nth wavelength and the
transmitter frequencies are close enough to have wavelengths
of roughly the same values, as is usually the case in RIPS.

In the mathematical proof of the RIPS concept it is assumed
that the difference between the two transmitter frequencies is
smaller or equal to 1 KHz. It is therefore a valid assumption
to make [1].

ϕC = −2π
((

nAλA +
ResA

λA

)
−

(
nBλB +

ResB

λB

))
ϕC = −2π

((
ResA

λA
− ResB

λB

)
+ ((nAλA − nBλB)

)
ϕCmeasured

≈ −2π
(
ResA

λA
− ResB

λB

)
(12)

The small difference between the two transmitter errors
means that the “correct” q-ranges observed do have a small
error that is defined in (13) as

Error = n (λA − λB) (13)

The q-range values that where observed to be “correct“ at
distances past λC are in fact incorrect, but the error is small
relative to the q-range.

To summarize, the q-range ambiguity observed can be
explained due to signals from the transmitter nodes being
in different nth wavelengths at the receiver node. If the
distance between the two transmitter nodes is under λC it
will mean that ambiguity only occurs when the signal from
the transmitter node furthest from the receiver node is in
the next wavelength and the other transmitter’s signal is still
in the previous wavelength as is illustrated in figure 3. If
the transmitter nodes are close to each other, the other the
areas where the n values differ will be smaller, because
this difference is caused by the difference in distance to the
receiver from each transmitter.

Therefore the observed effect is dependent on the transmitter
frequencies and physical positions being close to each other.

Fig. 3. A graph showing the signals from transmitters showing the area
where ambiguity occurs and Res A and B.
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These findings can be used to describe a general case
where all the nodes are scattered. The ambiguity caused by
measurements at the second receiver will have the same shape,
mostly overlapping the ambiguity areas of the first receiver.

V. POSSIBLE APPLICATIONS

The results obtained in this paper have shown that it is
possible to make single q-range measurements over distances
beyond λC that produce results that are close to the true q-
range using a single RIPS measurement. There is however
still a problem in that there is no way to determine if
a measurement delivered an incorrect q-range or not. This
can be solved by making q-range measurements at different
frequencies that do not have overlapping ambiguity areas. In
such a case at least three different frequencies need to be used.
This way when one frequency delivers an incorrect result the
other two will produce correct results. Therefore it will be
possible to distinguish correct results from incorrect ones. It
should be noted that it is not possible to choose a set of
frequencies that do not have overlapping ambiguity up until
infinity, but it could be possible to choose frequencies in such
a way that they do not overlap for a given range such as the
maximum communication range of the devices that are being
used.

Another possible use is to use single q-range measurements
in tracking moving objects. In such a situation ambiguous
results can be identified by comparing current measurements
with previous ones. Once the object being tracked enters
an ambiguity area, the measured q-range will differ greatly
from the previous measurements and will thus be possible to
identify.

Implementation on a device with an antenna array, as
illustrated in figure 4, could make sense. This is due to the
fact that the transmitter nodes need to be close to each other
for the observed effect to be useful. In such an implementation
each antenna on the device could act as an independent node.
Such a configuration would also provide the advantage that
the positions of the nodes (device antennas) would already
be know to each other, meaning that there would be less
distances to solve when determining positions from q-range
measurements. One drawback of such an approach would
be that it would not be ideal for a hyperbolic trilateration
method of q-range solution as the nodes to be localized,
would fall outside of the triangle formed by the three anchor
nodes/antennas. This is a possible problem, because it is shown
in [8], that hyperbolic trilateration is very sensitive to noise
when localizing nodes in the area outside the triangle formed
by the anchors.

VI. CONCLUSIONS AND FUTURE WORK

A study of q-range ambiguity in RIPS has been made, which
resulted in a deeper understanding of where and exactly why
q-range ambiguity occurs. Possible alternative solutions for q-
range ambiguity have also been presented. Further work needs
to be done to determine the effect of the slight difference
between measured and true q-ranges at distances beyond

Fig. 4. An illustration of an antenna array device with antennas capable of
acting independently making a RIPS measurement.

λC . There is also a need to research the exact details of
implementing the possible uses described in the previous
section.
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