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ABSTRACT 

One challenge of educational institutions is the low academic performance of students. This 

challenge affects students, tutors, institutions and the society in varieties of ways. To deal with this 

problem, researchers have applied several methods and most recently, researchers have employed 

data mining methods. This thesis considered the factors that affect low academic performance in 

Nigeria, employs machine-learning techniques to design models to assist with classification of 

students’ performance and develops a software that classifies students’ into different performance 

groups without the use of data mining tools. The data used for this research was collected from 

undergraduate students’ records from the Niger Delta University, Bayelsa State, Nigeria. The 

CRISP-DM research methodology was used for the data mining aspect while agile methodology 

was used for the software development. The modelling was carried out using WEKA tool. Five 

(5) machine-learning algorithms namely J48 decision tree, logistic regression, multilayer 

perceptron, naïve Bayes and sequential minimal optimization were used in the data mining to select 

the algorithm that produces the best model for the data. To analyse the model built by each 

machine-learning algorithm, six (6) metrics of evaluation namely values of recall or sensitivity, 

specificity, ROC area, F-Measure Kappa statistics and root mean squared error (RMSE) were used. 

At the end of the modelling process, the research found the multilayer perceptron as the best 

classifier for the dataset. This study also considers the use of four feature selection techniques, 

which are Correlation, Gain Ratio, Information Gain and ReliefF to select the most relevant 

features out of the 24 features gathered in the dataset. Results from the feature selection procedure 

selected sixteen (16) most relevant features. Having identified the best classifier for the dataset, 

the study went further to develop a novel predictive software using php and python programming 

languages for the implementation of the multilayer perceptron model with the best features 

identified from the modelling phase. The software is a contribution from this research to enable 

institutions quickly identify students’ performance without prior knowledge of using machine-

learning tools. To evaluate the performance of the software, the research used the test dataset and 

inputted attribute values for each student record. The result from the evaluation process shows the 

software achieves 98% accuracy, which depicts a high level of dependability.  
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CHAPTER ONE: INTRODUCTION 

 Background  

The consequences of low academic performance by undergraduate students can be long-term 

which is often exhibited as anxiety (Nurmi et al, 2003), low self-esteem (Aryana, 2010), and fear 

of failure (Nsiah, 2017). Students with low academic grades often feel frustrated and resort to 

dropping out of learning institutions (Stinebrickner & Stinebrickner, 2014) or struggle and risk 

staying in school for extended period periods (Shannon & Bylsma, 2006). Poor academic 

performance also has its effects on educational institutions and the society; for institutions, poor 

academic performance of students curtails the proper execution of educational operations and it 

reduces the amount of available manpower in different fields (Al-Zoubi & Younes, 2015). This 

challenge of poor academic performance is found in almost every part of the world; however, in a 

developing country such as Nigeria, many universities record a high number of low performing 

undergraduate students (Oyebade & Dike, 2013) which are attributed to factors such as poor 

secondary school background, lack of students’ commitment and environmental factors (Bolapeju 

et al, 2014). The studying conditions in Nigeria are so poor that many students that begin a course 

drop out before graduating and a high number of students that complete their studies graduate with 

weak quality degrees. 

In dealing with the challenge of poor academic performance, researchers have studied factors 

associated with low performance in different countries and at different educational levels (Mushtaq 

& Khan, 2012). These researches have designed models using data mining techniques to assist 

students perform better, improve methods of teaching and generally provide educational 

institutions with better methods to aid students engage in learning and improve learning outcomes 

(Ocumpaugh et al, 2014). However, these models have been designed and implemented in only a 

few learning environments, which are largely in developed countries (Guri-Rosenblit, 2006). For 

a developing country such as Nigeria, the educational data mining research done has focused on 

predicting student performance using available attributes. For example, Adeyemo & Kuye (2006) 

predict student performance using attributes such as students’ demographics and previous 

academic scores while Oyerinde & Chia (2017) combine scores from different courses to predict 

student academic performance. However, there is no empirical record of improvement of students’ 

performance or model developed to aid in improving students’ academic performance. Ololube 

(2013) states that a major challenge with developing models to improve learning outcomes in the 
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country is that many Nigerian universities lack the technological systems used in modern 

educational settings. Undeniably, most Nigerian universities do not have systems to monitor 

students’ learning behaviours or discern students’ engagement levels in class. Nevertheless, these 

universities could start by developing and implementing a system that classifies students based on 

their academic performance and identify new students at risk of poor performance using the 

available features. These institutions could then use this information in making decisions and 

creating intervention measures to improve the academic performance of their students. To achieve 

this, these institutions must understand the factors that influence the low performance of their 

students by collating student attributes, modelling these into a system, providing intervention 

support systems and creating an enabling environment for these methods to thrive.  

In view of this, this study approaches the phenomenon of low academic performance by looking 

at the attributes of low performing students in Niger Delta University (NDU), situated in Bayelsa 

State, Nigeria. Prior research indicates that this university has no information management system 

or model in place to identify low performers or to improve student performance. Hence, this 

research serves as a foundation where future researchers could build upon in creating a more robust 

system. Furthermore, to achieve the purpose of the study, the study considers only students with 

cumulative grade point average (CGPA) of less than 3.0 and categorises them into two distinct 

groups, which are low risk students with CGPA between 2.50-2.99 and high-risk students with 

CGPA below 2.50. This study makes use of the 3.0 benchmark because it assumes that students 

above 3.00 are students who perform well and are able to pursue a postgraduate degree after initial 

graduation. However, students with low CGPA often find it difficult to pursue a postgraduate 

degree as an average Nigerian University requires a student to have a CGPA of at least 3.00 to 

qualify for admission. For the two groups used in this study, students categorised as “low risk” are 

students with good grades, yet require some form of intervention to help them perform better. The 

“high-risk” group are students that are more likely to drop out from the university or stay on longer 

due to their poor grades; these set of students require major intervention for them to continue with 

their education and improve on their grades. Hence, this study strives to build a predictive system 

which could assist the Niger Delta University identify students at the risk of failure. This system, 

when fully developed, can identify a new student as either low risk or high risk and with that 

information, the university could generate and develop support systems to assist early enough. 

The next session examines the general Nigerian tertiary education system and the way it functions. 
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 Nigerian Tertiary Education System 

The Nigerian tertiary education system comprises universities, polytechnics and colleges (WES 

Staff, 2017). Over 150 universities are currently operational in the country, owned by either federal 

government, state government or private individuals (NUC, http://nuc.edu.ng/nigerian-

univerisities/).  

To gain admission into any Nigerian tertiary institution, the applicant must meet the following 

requirements (WES Staff, 2017) 

1. Obtain a minimum of five credits including Mathematics and English from their senior 

secondary certificate examination. 

2. Obtain a minimum cut-off score from the Unified Tertiary Matriculation Examination 

(UTME) organized by the Joint Admissions and Matriculation Board (JAMB) 

3. Obtain a minimum post-UTME cut-off score for the course of study in the institution where 

the student is seeking admission  

The National University Commission of Nigeria (an organisation in charge of overseeing the 

administration of higher degree education in the country) offers a five-point grading system, which 

is the grading and degree classification system that Nigerian universities are required to use (WES 

Staff, 2017). Below is a brief description: 

a. 4.50 – 5.00  –  First Class 

b. 3.50 – 4.49  –  Second class upper division 

c. 2.40 – 3.49  –  Second class lower division 

d. 1.50 – 2.39  –  Third class 

e. 0.00 – 1.49  –  Fail 

This grading system followed by Nigerian universities shows that students with CGPA of 3.00 and 

below are classified in the lower divisions and graduates who obtain that class often find it difficult 

to secure admission for postgraduate degrees in Nigeria. In many instances, they often have to 

study for postgraduate diploma courses before they can further their education. With the high 

http://nuc.edu.ng/nigerian-univerisities/
http://nuc.edu.ng/nigerian-univerisities/
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unemployment rate in the country, most graduates tend to pursue postgraduate degrees to increase 

their chances of gaining employment but with their poor academic degree, it is often a difficult 

feat to achieve.  

Thus, this study uses data collected from the Niger delta university, which is a state owned 

university in Nigeria with over 10,000 students (NDU, http://www.ndu.edu.ng/nduprofile.html#) 

and focuses on students with GPA < 3.00. 

 Motivation for this study 

The educational data mining community has developed systems that monitor and interpret student 

learning behaviours with applications in improving student models, discovering domain models, 

studying support offered by learning software and scientific discovery of learning and learners 

(Baker, 2010). These systems have shown improvements in student learning outcomes and assisted 

stakeholders in making informed decisions (AlShammari et al, 2013). These systems, however, 

are yet to spread across different learning environments and institutions (Romero & Ventura, 

2013). This is due to challenges such as lack of adequate knowledge by instructors and managers, 

ethical issues, government policies, low funding and ineffectual management of the systems 

(Meenakumari & Kudari, 2015; Liñán & Pérez, 2015). Yet, poor academic performance is a major 

concern for educational institutions, and stakeholders continually seek ways to curb the problem 

(Katamei & Omwono, 2015). 

In Nigerian universities, the rate of poor academic performance is on the increase, which could be 

attributed to several factors unique to the Nigerian society. Phlegmatic performance invariably 

leads to high dropout rates, which in turn increases the rate of crime in the country (Ajaja, 2012). 

In addition, the policies designed to improve student performance are not working in the country 

(Babalola, 2015) and Nigerian institutions need to tap into the development of models using 

machine-learning techniques to intervene and improve students’ performance. 

The motivation to carry out this research originates from three distinct problems: 

1. A palpable increase in poor academic performance in Nigerian universities. 

2. Ineffective measures to curb poor academic performance are a significant challenge for 

tertiary education. 

3. There are no educational models in place to assist low academic students in Nigeria. 

http://www.ndu.edu.ng/nduprofile.html
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The factors that influence low academic performance established across different developing 

countries and factors distinct to Nigeria and Nigerian students are relevant in this study to highlight 

the causes and effects of low performing students in the country. Concisely, this research strives 

to create the opportunity for future researchers to develop methods and models that monitor student 

learning behaviours and learning outcomes in Nigeria.  

 Problem Statement  

Low academic performance is a challenge for every institution in society and this severely affects 

the goals of these educational institutions, which is to prepare their scholars for the society by 

providing quality education that ultimately allows them compete favourably in the society 

(Berkowitz, et al, 2017). This low academic performance challenge also affects institutions as 

universities that record high rate of poor academic performance receive low university rankings 

on global scales (Olcay & Bulu, 2017; Vernon et al, 2018). Furthermore, tertiary institutions 

regularly come up with policies to enhance their growth, thus they are constantly looking for 

effective and efficient methods that could create improved policies for their institutions. As stated 

earlier, low academic performance cuts across every society; however, the challenge is more 

prominent in developing countries, which has low-income earners, poor access to good medical 

care, poor electricity and poor funding that only complicate the performance capacities in their 

intakes (Muralidharan, 2017; Kim et al, 2019).   

Research in recent times has used data mining techniques to gain knowledge about students and 

their learning patterns, yet scholars have not successfully designed robust and informed models 

for developing countries (Vahdat et al, 2015; Kassarnig et al, 2018). Although some good models 

exist for scholars in developed countries, it is necessary to design models for developing nations, 

as the attributes of low performance often vary with the specific contextual factors in every society. 

Using data mining methods, organizations gain previously unknown knowledge from huge sets of 

data (Milovic & Milovic, 2012) and since educational institutions regularly produce huge amount 

of data, this fits quite well. Hence, this research interrogates the possibilities and practicalities of 

employing machine-learning methods to classify students with low academic performance in a 

Nigeria as a developing country.  

To achieve this goal, this research follows the method of identifying key attributes of low academic 

performance in Nigeria, comparing the performance of five different machine-learning algorithms, 

selecting the best features from the entire attributes collected, selecting the best classifier model 
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and developing a predictive software using the best classifier model identified. This proposed 

software provides the university with timely and accurate information to identify low performers 

and assist the university intervene early enough.  This research utilises data collected from the 

Niger Delta University, a public university in Bayelsa state, Nigeria, to achieve the objectives of 

the research. The development of the predictive system is the most novel contribution of this thesis 

to the body of knowledge and serves as a platform to solve the problem associated with identifying 

learners that perform poorly in higher education for developing countries.  

 Research Questions 

The specific research question is “How could the use of machine learning techniques aid in 

modelling a predictive system for the classification of low performing undergraduate students in 

NDU?”  

Specific subsidiary research questions considered by this research are as follows: 

1. Which factors are associated with low performance of undergraduates in Nigeria? 

2. How could these factors be collected and represented in machine-readable format for data 

mining? 

3. Which machine learning technique could best classify low performing students? 

4. What are the best sets of features from the total features collected for predicting and 

intervening in low academic performance? 

5. Can the best machine learning technique and best features identified assist in the design of 

a predictive system to identify low performing students? 

 Research Aim and Objective 

Aim 

This research aims to identify and classify the causes, effects and probable solutions to 

underperformance of undergraduates in Nigerian higher educational institutions. 

Objectives 

The objectives of this research are to: 
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1. Examine and describe factors affecting underperformance of undergraduates in Nigeria by 

reviewing literature extensively; 

2. Collect low performing students’ data in NDU based on factors identified from literature 

using data capturing techniques and convert the data from source documents to machine 

readable format using Microsoft Excel; 

3. Identify the best machine learning technique for classifying low performers in NDU by 

analysing five machine learning algorithms for classification, which are J48, LR, MLP, 

NV and SMO; 

4. Select the best features from the dataset using four feature selection techniques, which are 

Correlation, Gain Ratio, Information Gain and ReliefF; and 

5. Utilise the best machine learning algorithm and the best features identified to design a 

predictive system for identifying low performers in NDU using PHP programming 

language. 

 Research Design Method 

The research design for this study used the Cross-Industry Standard Process for Data Mining 

(CRISP-DM) and the diagram in Fig 1.1 illustrates the complete design process. From the diagram, 

the six CRISP-DM steps followed in this study are domain understanding, data understanding, 

data preparation, modelling, evaluation and deployment (Chapman et al, 2000). In line with the 

CRISP-DM process, the first step is gaining a background understanding of the factors that 

influence low performance of Nigerian undergraduate students through survey of literature. This 

information privileged the gathering of data into an Excel worksheet to gain a good understanding 

of the data. Next, the data preparation stage involved cleaning and preparing the data for modelling 

and the modelling process employed the WEKA modelling tool, which has several classification 

algorithms for producing different models from the data. The evaluation stage of the models 

produced assisted in determining the model with the best set of features that generalises the data. 

Finally, the deployment phase involved the design and implementation of a predictive system to 

identify students with low performing attributes using the best model identified. This deployment 

stage looks at gathering the requirements for the design of the predictive system, implementing 

the best model and features identified from the evaluation stage and evaluating the system designed 

to ensure that it fulfils the aim of the study.  
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Fig 1.1: The Research Design Process 

The findings from the entire research design process contribute to the new knowledge generated 

in the thesis. Furthermore, the predictive system designed used data collected from the university 

that was the site in this study and it is specifically designed based on the features collected on the 

students. Other institutions could use this framework to design predictive models based on their 

unique intake and student attribute, considering of course their specific needs.  
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 Research contributions 

One challenge identified in EDM is the lack of generalised models, especially as research carried 

out shows that models and advancements concentrate more on the western countries, yet the 

developing countries are not part of the research findings; hence the models lack applicability and 

context (Baker & Yacef, 2009; Baker, 2010; Vahdat et al, 2015). Therefore, this research aim to 

contribute to the body of knowledge in the EDM community of practice by specifically focusing 

on developing models contextualised and designed for developing countries.  

This research also contributes to new knowledge in the following innovations: 

1. The university site of this study has no software in use for monitoring students’ 

performance; therefore, the designed software would serve as a novel design that provides 

a foundation for researchers to analyse students’ performance. This novelty and initiative 

could open up other opportunities for future research. 

2. The study provides a prototype model that identifies students at risk of failing; this model 

is modifiable for use in other learning institutions and should be robust enough to assist 

educational stakeholders in reducing the failure/dropout rates.  

3. The identification of the most efficient machine-learning algorithm for identifying and 

classifying low performing students in tertiary institution databases. The identified 

algorithm is selected after comparing five-(5) classification algorithms on various indices 

of performance. 

4. The development of a software to implement the identified algorithm that is installed 

directly by institutions without the use of any data-mining package. This is vital as the use 

of data mining packages introduces unnecessary steps that are time consuming and thus 

costly in terms of resources. 

5. This thesis develops the interface for data capturing of individual student records for the 

process for the selected machine-learning algorithm. This enables each student 

performance to be assessed and reported.  

 Research deliverables 

The research deliverables are as follows: 

1. This thesis develops a novel machine learning software to implement the multilayer 

perceptron algorithm with customised data capturing capabilities for individual students  
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2. The design and implementation of the software shall be systematically developed for 

published academic papers 

3. The specification of the problem, literature review, research methods and development of 

the software shall constitute a final PhD thesis submitted for the same qualification. 

 Thesis Structure 

The thesis follows the structure outlined below: 

Chapter 2: Literature Review 

This chapter describes diverse perspectives on educational data mining and reviews literature in 

the following areas: data mining for predicting performance, data mining for academic 

performance, school dropout and poor academic performance, causes of poor academic 

performance in developing countries with a focus in Nigeria, and academic performance prediction 

modelling. The review identifies gaps and challenges in previous and related studies, indicating 

specifically the niche that this study fills. 

Chapter 3: Research Methodology 

This chapter presents the methodology followed in undertaking this research, which is the Cross-

Industry Standard Process for Data Mining (CRISP-DM) and the framework followed to 

accomplish the objectives of this research. Some specific areas examined in this chapter include 

the process of collecting and collating data and the preparation of data for mining, discussion of 

the five-machine learning algorithms selected for the modelling process, techniques for feature 

selection and techniques for evaluation of the models.  

Chapter 4: Data Modelling, Results and Discussions 

This chapter presents the results from the data modelling process using the WEKA software. It 

investigates modelling the dataset collected for the research by applying five machine learning 

algorithms namely, J48, logistic regression, multilayer perceptron, naïve Bayes and sequential 

minimal optimization to select the best classifier model for the study. This chapter also presents 

the results of using four feature selection algorithms called Correlation, Gain Ratio, Information 

Gain and ReliefF to select the best features within the dataset. 

Chapter 5: Design, Implementation and Evaluation of the Predictive System 
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This chapter presents the design, implementation and evaluation of the predictive system, which 

serves as the final (deployment) stage of the research methodology (CRISP-DM) in this study. It 

presents the specifications and requirements of the system, the design of a sample model for the 

predictive system, the prototype design of the predictive application and finally evaluation of the 

designed software. 

 Chapter 6: Summary and Conclusions 

This chapter provides a summary of the entire research and succinctly evaluates the contribution 

of the research to the body of knowledge in IT, discussing the challenges and limitations of the 

study, and offering recommendations for future research.  
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CHAPTER TWO: LITERATURE REVIEW 

 Introduction 

This review explores the relevant and most recent literature on educational data mining, its 

application, methods, benefits, challenges and future prospects. The chapter specifically 

interrogates how data-mining techniques assist in predicting performance in different areas and 

holistically predicts the performance of students. The review concludes with a focused discussion 

on the causes of poor academic performance of undergraduate students in developing countries 

with a focus in Nigeria. 

 Educational Data Mining  

The application of data mining techniques in education is a developing multidisciplinary research 

area termed Educational Data Mining (Romero & Ventura, 2013). Educational Data Mining 

(EDM) as a research area critically focuses on developing methods from the unique data available 

in educational settings (Romero et al., 2010). Educational data is found in different sources within 

diverse learning environments, which regularly produce large amounts of data (Romero & 

Ventura, 2013). EDM strives to gain knowledge from large datasets (Han et al, 2011) and with the 

vast and unique educational data available, employing data mining techniques to understand 

learners and improve learning process (Algarni, 2016). Since education is a stimulus for the growth 

of any society and a society thrives socially and economically when its education system is on the 

right track (Mitra, 2011), thus employing EDM techniques benefits the society and essentially 

improves learning, which is measured through improved performance of learners and the learning 

processes (Romero & Ventura, 2013). 

 Application of EDM 

The major areas of applications in EDM outlined by Romero et al (2010) are: 

 Communicating to stakeholders: The goal here is to use the knowledge gained from EDM 

process to assist stakeholders in evaluating the activities of students and their course 

practices.  
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 Maintaining and improving courses: The aim is to assist educators identify ways of 

improving course content and activities from the knowledge gleaned from students’ 

learning habits. 

 Generating recommendation: The interest is to recommend relevant content to students 

working on a particular course to assist in their learning and learning outcomes.   

 Predicting student grades and learning outcomes: The focus is to use data from students 

learning activities to predict student grades or learning outcomes. This research focuses on 

this application since the goal is to determine students’ learning outcomes from available 

educational data in NDU. 

 Student modelling: The goal is to build a student model from the knowledge gathered from 

students’ learning habits; usually encompassing features such as learning styles, 

motivation, preferences, learning progress and emotional states of students. 

 Domain structure analysis: The aim is to discover the value of a domain structure model 

by measuring its ability to predict student performance.  

Other applications of EDM identified by Baker (2010) entail studying the instructional support 

offered by educational software and generating scientific innovations about learners and learning. 

2.3.1 Methods used in EDM 

Baker & Inventado (2014) identified the popular methods used in mining educational data as 

prediction, relationship mining, structure discovery and discovery with models. These methods, 

according to them, show more promise and most researchers in the EDM domain have succeeded 

in deploying these methods. The following segment describes these methods in some detail. 

2.3.1.1 Prediction 

Prediction methods aim to develop a model that deduces a single part of the data (predicted 

variable) from combinations of other parts of the data (predictor variables) following the directions 

offered in Sachin & Vijay (2012); and Aziz et al (2013). These models assist in predicting a value 

in situations where it is not necessary to find a label for the concept. It also helps identify concepts 

connected to the prediction of another notion. Common prediction methods in EDM are 

classification, regression and latent knowledge estimation. 
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1. Classification: In classification, the value of the predicted variable can be either binary or 

categorical. In EDM, classifiers are normally authenticated using cross-validation by 

reserving a portion of the dataset for evaluating the accuracy of the model. Popular 

classification methods used in EDM are decision trees, decision rules, random forests, step 

regression, multilayer perceptron and logistic regression. 

2. Regression: In regression, the value of the predicted variable is a continuous variable. 

Linear regression and regression trees are the popular regression models used within the 

EDM domain. The model produced using this method in EDM is the same as in statistics; 

however, the process of selecting and validating the model in EDM is different. 

3. Latent Knowledge Estimation: In latent knowledge estimation, the purpose is to measure 

students’ knowledge of skills and concepts by evaluating their accuracy levels. Through 

these methods, measuring knowledge directly is not possible but inferred from students’ 

performance. This process of deducing students’ knowledge assists in providing solutions 

to some pertinent EDM questions. The models used for latent knowledge estimation come 

from either new idea in classical psychometric approaches or user modelling/artificial 

intelligence research and the algorithms used for latent knowledge estimation are Bayes 

Nets, Bayesian Knowledge Tracer, logistic regression and performance factors assessment. 

However, for large datasets, combining multiple approaches can be more effective than 

using a single method.  

2.3.1.2  Relationship Mining 

Relationship mining determines connections between variables in a dataset that contains a range 

of variables. This might take the form of finding out the strongest associations of variables with a 

particular variable or discerning which associations between two variables are the strongest. The 

four types of association mostly used in EDM are association rule mining, sequential pattern 

mining, correlation mining and causal data mining. 

1. Association Rule Mining: Association rule mining discovers ‘if-then’ rules, which usually 

predicts a specific value based on the combination of a set of values. This method reveals 

general existence in data, which would have been manually challenging to discover. 

2. Sequential Pattern Mining: Sequential pattern mining establishes temporal relationships 

amongst events. The classical sequential pattern mining and motif analysis are two models 
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used to find sequential patterns. With many possible patterns discovered at the end of the 

modelling process, some parameters are necessary in selecting the valuable rules for 

output.  

3. Correlation Mining: Correlation mining searches for positive or negative linear 

relationships between variables, which is also a familiar goal in statistics. In EDM, 

researchers have used correlation mining to determine relationships between student 

attitudes and behaviours such as gaming the system or requesting assistance (Baker et al, 

2008). 

4. Causal Data Mining: Causal data mining determines if one occurrence resulted in the 

occurrence of another. Causal data mining finds actual relationships by viewing patterns 

of covariance amongst variables in the dataset. Causal data mining use in EDM domain 

assisted researchers to predict factors that could lead students performing poorly (Fancsali, 

2012) and to clarify how attitudes and sexual behavioural patterns affect performance and 

learning outcomes in an intelligent tutor system (Rai & Beck, 2011). 

2.3.1.3  Structure Discovery 

Structure discovery aims to determine structure from data without ground truth or knowledge of 

what the finding would be like. This method contrasts prediction models where ground truth is 

required before model development can occur. The structure discovery field originates from the 

discipline of psychometrics and educational measurement. Structure discovery algorithms 

commonly used in EDM include clustering, factor analysis and domain structure discovery. 

1. Clustering: Clustering finds naturally grouped points within data by dividing the entire 

dataset into a set of clusters. Clustering is suitable for circumstances where there is no prior 

knowledge of the groups in the dataset. An ideal set of clusters creates a cluster with a data 

point similar to data points within its group than the data points in other groups. Examples 

of clustering algorithms are hierarchical agglomerative clustering (HAC), k-means, 

Gaussian mixture modelling (EM-based clustering), and spectral clustering. 

2. Factor Analysis: Factor analysis aims to discover natural clusters of variables (instead of 

data points) into a group of factors not easily observed. In EDM, factor analysis assists in 

dimensionality reduction, reducing the possibility of overfitting, and determining meta-
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features. Algorithms used in factor analysis include principal component and exponential-

family principal component analysis. 

3. Domain Structure Discovery: Domain structure analysis aims to discover the structure of 

knowledge within an educational domain such as determining which course content links 

to particular skills across students (Tam et al, 2015). In EDM, domain structure discovery 

assists researchers to test data (Desmarais, 2011) and track learning in an intelligent 

tutoring system (Cen et al, 2006). Algorithms used in domain structure discovery include 

purely automated algorithms and methods that make use of human judgement in the model 

discovery process such as learning factor analysis. 

2.3.1.4  Discovery with Models 

In discovery with models, the logic is to use a model developed through prediction, clustering or 

knowledge engineering as a part of a second analysis or model as in prediction or relationship 

mining. In EDM, a common method of applying discovery with models is by making use of the 

predictions from an initial model as the predictor variables in a different prediction model. 

Discovery with models often influences the generalization of a prediction model across different 

situations. 

2.3.2 EDM Users/Stakeholders and their Benefits  

Romero & Ventura (2013) identified the stakeholders of EDM as learners, educators, researchers 

and administrators. These users play different roles in the system through their inputs and expected 

outputs. Below are descriptions of their roles and benefits in the EDM system.  

1. Learners: Students interact actively with any educational system; they offer data ranging 

from demographic information, learning pattern, process and outcomes, and interaction 

with other learners and instructors through traditional means or computer-based methods. 

Learners can benefit from EDM as this platform provides support for learners to reflect on 

their learning processes and outcomes, responding to the needs of learners, offering 

learners standard recommendations and feedback, and generally developing methods to 

increase the performance of learners. 

2. Educators: Educators provide instructions for learners, offer course outlines, review 

learners learning process through quizzes, tests, assignments and examinations, and 
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understand learners’ behaviour through interactions. Educators can benefit from EDM by 

reflecting upon and improving on their methods of instruction, organizing course curricula, 

attempting to know their students’ learning processes and understanding their social and 

mental behaviours. With such knowledge acquired from EDM process, educators can 

identify areas that students struggle with and modify their teaching methods. 

3. Researchers: Researchers contribute to the advancement of EDM by developing, 

evaluating and comparing data mining techniques to recommend the most appropriate and 

suitable for each particular educational task and assessing the learning efficiency. The 

annual International Conference on Educational Data Mining launched in 2008 and the 

Journal of Educational Data Mining established in 2009 with current EDM interests 

encourage researchers to focus on relevant topics that promote the EDM community. 

4. Administrators: Administrators are concerned about the growth of institutions; they are 

members of faculties and advisors within institutions that are in charge of distributing funds 

for the smooth operations in institutions. Administrators are the managers that require 

correct and timely information in making the best decisions for tutors and learners. EDM 

can offer such personnel knowledge to evaluate the best methods of promoting the 

institution and distributing human and material resources in the institution. 

2.3.3 The EDM cycle 

Applying data mining techniques in educational systems is an iterative series of constructing 

hypotheses, testing and improvement (Romero & Ventura, 2007). The diagram (Fig 2.1) shows 

the iterations of applying data mining in educational systems (EDM cycle). The knowledge 

acquired from the mining process should aid in decision making by returning into the cycle of the 

system for improvement. 
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Fig 2:1: The Educational Data Mining Cycle (Romero et al, 2010) 

From the diagram, the EDM cycle shows that the educators and academics are responsible for the 

designing, planning, building and maintaining of educational systems while the students interact 

with the system. Using data mining techniques like classification, clustering, association mining 

and with all the existing information about students, courses and interactions within the system, it 

is possible to discover valuable information that could improve the educational systems and assist 

students perform better. The knowledge from this process could assist students through enhanced 

accessibility of recommendation systems. Subsequently, educators could effectively monitor 

students and evaluate course structure and administrators could equally improve the effectiveness 

of the educational systems and make it flexible for the users. 

2.3.4 Current Challenges of EDM 

Acquiring valuable knowledge using data mining techniques in any educational system is likely 

to improve its current state. However, it is necessary to consider the challenges encountered by 

EDM users, researchers and the EDM community. Descriptions of challenges observed within the 

EDM domain are itemised below.  

 Cost: With the advent of big data, the associated cost of storage and retrieval is a big 

concern for many organizations especially in developing countries (Luna et al, 2014). 

Educational institutions planning to implement EDM applications must consider the 

storage cost and the cost of employing knowledgeable staff to manage the systems 

(Bienkowski et al, 2012; Vahdat et al, 2015).  
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 Generalisation: With EDM, it is difficult to develop a general method for all educational 

environments because of the diverse variables in different environments. Research carried 

out in EDM also shows that models and advances have been more robust in western 

countries and many developing countries have not been a part of the research or findings 

(Baker & Yacef, 2009; Baker, 2010; Vahdat et al, 2015). 

 Privacy: Data privacy of individuals in data mining has been a major concern lately (Smith 

et al, 2012). In EDM, individual student privacy has also raised concerns specifically with 

young learners who are unable to protect their privacy by giving necessary consent 

(Sabourin et al, 2015). With this challenge in mind, developers of EDM tools must consider 

methods of safeguarding individual privacy of students. 

2.3.5 Present and Future of EDM 

From the foundation of EDM, the goal of its domain is to provide relevant educational resources 

for stakeholders in improving the education system (Bienkowski et al, 2012). In some way, this 

goal has scored significant achievements through breakthroughs celebrated and in other ways; the 

goal gives birth to more concerns and ideas. The breakthroughs that the EDM community 

celebrates so far are the developments of some tools and models specifically developed for 

educational data such as decisional tool (Selmoune & Alimazighi, 2008), LiMS (MacFadyen & 

Sorenson, 2010), EDM Workbench (Rodrigo et al, 2012), Moodle Data Mining (MDM) Tool 

(Luna et al, 2017) etc. There is also the development of behavioural patterns like gaming the 

system (Baker et al, 2004), Off-task behaviour (Baker, 2007), WTF behaviour (Wixon et al, 2012), 

etc.  

Data mining application in education in both traditional and computer-based educational systems 

seeks to improve the education system; however, the data sources and objectives are different and 

require the use of different methods to acquire data and gain knowledge from the collected data 

(Romero & Ventura, 2013). The traditional classroom records data mostly through traditional 

methods of instructing, recording and monitoring students (Romero & Ventura, 2020). Computer 

based educational systems, which consist of web based educational systems, learning management 

systems, intelligent tutoring systems, and adaptive and intelligent hypermedia systems make use 

of the computer to instruct, evaluate and monitor learners, their learning patterns and their learning 

outcomes (Romero & Ventura, 2013).                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               
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From the survey of Peña-Ayala (2014), six EDM approaches developed over the years are student 

modelling, student behaviour modelling, student performance modelling, assessment, student 

support and feedback, and curriculum-domain knowledge-sequencing-teaching support. 

 Student modelling: focuses on representing how students adjust to the learning process to 

meet particular learning requirements. Student modelling seeks to develop ways to improve 

the education domain of students by looking at features such as learning patterns, 

accomplishments, emotions, learning preferences and skills.  

 Student behaviour modelling: aims to define and predict specific attitudes of learners to 

align the system to the learning trends. It focuses on modelling behaviours such as 

requesting assistance, guessing, gaming, examining, willingness to work in a team, etc.   

 Student performance modelling: the major concern is to predict how well a student can 

complete specific learning tasks. Pointers that assist in modelling student performance are 

accuracy, productivity, time, resource used, proficiency, inadequacies, etc.   

 Assessment: centres on distinguishing students’ learning abilities by testing their acquired 

skills through questioning, evaluating their views and reflections.  

 Student support and feedback: focuses on offering support to and feedback from learners.  

Support given to learners is bound to improve their performance or correct their errors. 

Feedback from students could assist them in evaluating the system and making 

recommendations.   

 Curriculum-domain knowledge-sequencing-teaching support: centres on offering efficient 

ways for educators to deliver knowledge and provides support for them to effectively 

monitor students, search content, create collaborations and evaluate their teaching methods 

and outcomes. 

A better understanding of the current causes, effects and improvements of educational systems is 

part of the expectations that EDM is likely to inaugurate in the future; however, achieving this 

calls for the support of all educational stakeholders (Sukhija et al, 2015; Berendt et al, 2017). It is 

important to build an educational environment where there is trust for EDM research to grow 

effectively (Sukhija et al, 2015). The growth of EDM also depends on the advancement of 
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computer-based learning and accessibility of data (Bakhshinategh et al, 2018). Some important 

areas the future of EDM research needs to look into identified by Sukhija et al (2015) are:  

 Acquiring large and well-structured datasets: It is important for EDM research to provide 

ways to acquire detailed and well-structured datasets from any educational environment. 

The computer-based learning environment provides easy ways to collect large datasets 

from its environment, but other environments require sophisticated tools and knowledge 

that takes time and money. An EDM tool that can easily integrate with all learning 

environments is definitely important in the future of EDM (Vahdat et al, 2015).  

 Creating resourceful datasets: Many researchers face the problem of resourceful datasets, 

which compels them to explore into other methods or make use of datasets that might not 

be useful for the research. The future of EDM needs to integrate useful datasets to design 

a flexible system for implementation across all learning environments.  

 Merging of methodologies: There is need to combine different algorithms to create a hybrid 

technique. Most researchers use methods in isolation; combining different effective 

methods could improve the performance of EDM systems (Siemens & Baker, 2012). 

 Credibility of EDM: The future of EDM must be concerned with developing systems that 

are in line with policies of education systems in different learning environments and 

creating user-friendly and dependable systems for users. 

 Studies on comparative techniques: Research opportunities for the comparative study of 

different data mining techniques used in EDM is available for future researchers. 

Comparing and contrasting different techniques could create sustainable approaches for 

other researchers to deploy relevant technique based on their mining tasks.  

 Data Mining for Predicting Performance 

Data mining combines different areas such as machine learning, statistics, pattern recognition, 

artificial intelligence, database technology and visualisation (Kantardzic, 2011; Tan et al 2013; 

Zaki et al, 2014) to extract meaningful information from huge sets of available data (Han et al, 

2011). The information extracted from the data mining process assists organisations in decision-

making that improves their business strategy and ultimately increases their business performance 

(Kasemsap, 2015). Data mining practice records improvements in various fields that has made it 
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popular and increasingly sought after. One major area of use across all sectors is in predicting the 

performance of systems or system users; thus, this research delves into the use of data mining in 

predicting the causes of low performance of students in their course of study and what necessary 

precautionary steps to be taken with the information available to stakeholders.  

2.4.1 Prediction of Employee Performance 

Every organization needs a strong network of employees that add value to the organization. 

Developing human resources is a major concern for executives in every business sector as the 

process of selecting and managing the right employees are of great interest to them. Immediately 

after the employment of new staff, managers become concerned about their performance and still 

have to evaluate these employees for future purposes (Shields et al, 2015). 

With the huge amount of data available in every organization due to the use of automatic systems 

for almost every task and in almost every area in organizations, these organizations seek ways to 

make accurate and timely decisions (Henke et al, 2016). The use of data mining techniques assists 

in evaluating and summarising important knowledge of diverse views from data gathered (Henke 

et al 2016; Kirimi & Moturi, 2016). 

Using data mining techniques in managing human resource is an emerging domain; from the 

review of Strohmeier & Piazza (2013), the human research management domain still requires 

specific methods to enhance the evaluation of performance in line with legal principles. Some 

notable research carried out within this domain are talent forecasting, employee performance 

prediction, predicting training needs of employees, and talent management support. 

The major data mining technique used in predicting performance in this domain is the 

classification method. Kirimi & Moturi (2016) used the decision tree algorithm to predict 

employees’ performance based on their previous assessment records. Jantan et al (2009) developed 

an architectural framework to forecast employees’ talents from experience data. This framework 

could assist organisations select the right talent for the right task. Valle et al (2012) used the naïve 

Bayes classifier to predict the performance of sales agents in a call centre and they concluded that 

operational features play a major role on their future performance than their individual or socio-

economic attributes. They conclude that employers must select sales agents based on their 

performance. Al-Radaideh &Al Nagi (2012) used real data gathered from different companies and 

employed decision tree data mining technique to develop a classification model for predicting 
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employees’ performance; they claimed that the model or an improved version could assist 

organisations select the right applicant for a job.  

The review of data mining use in predicting employees’ performance shows a strong orientation 

amongst researchers building classification models from employees’ past records to gain 

knowledge of performance patterns and enabling organisations to forecast future performance of 

employees accurately and to aid in selecting the right candidates for a task.  

2.4.2  Prediction of Software Performance 

Software developers are keen on discovering the performance of their software in real world. This 

helps them in making the right decisions about the software and making improvements where 

necessary (Shu et al, 2009). The truth is that data mining techniques in predicting the performance 

of software could go a long way in reducing risks and generally benefit software development 

organisations (Wu et al, 2006).  

An important part of software design is testing, this enables developers improve its reliability and 

clarify design flaws or unintended behaviours not evident during initial design phase (Shu et al, 

2009). Data mining techniques in predicting software performance assists in ascertaining faults in 

the software, allowing software managers to improve the quality of the software, saving time, and 

cost (Kaur & Sharma, 2018). 

Major research on data mining techniques in predicting software performance focus on defect 

prediction and the technique mostly used is the classification technique. 

Chiş (2008) used software metrics in combination with decision tree to predict modules within a 

software that has defects, the rules acquired from this process can serve as inputs in identifying 

defects in other software. Pradeep & Abdul (2015) evaluated different classification methods in 

predicting the reliability of software based on data collected from systems with past failure. Gayatri 

et al (2009) evaluated different classification methods in constructing a prediction system to detect 

software defects; they concluded that decision trees generally prove more effective in predicting 

software faults, however, no algorithm works for every situation and domain specialists must 

combine different techniques for the best results. Surveys by Karpagavadivu et al (2012); 

Paramshetti & Phalke (2014); Kaur & Sharma (2018) analysed relevant research work of different 

data mining techniques used in software fault detection; from these surveys, clustering and 

classification methods are the major methods used in detecting software fault. 
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The knowledge gained form the review of data mining techniques in predicting software 

performance shows that understanding the faults in software design aids in improving the 

reliability of software. In addition, researchers in this domain mainly use classification or 

clustering techniques in detecting and predicting software errors.  

2.4.3 Prediction of Instructor Performance 

Research carried out on predicting performance shows that the prediction of students’ academic 

performance has the highest number of studies (Peña-Ayala, 2014); however, another relevant area 

of research within the education sector is the study of instructors’ performance (Romero et al, 

2010). The performance of students and instructors are interrelated (Mardikyan & Badur, 2011). 

Instructors in this regard are teachers, educators or software that offers some form of instruction 

for learners during a learning process. 

In predicting the performance of instructors, researchers often attempt to compare the relationship 

between students’ performance and instructors’ performance, insisting that the performance of 

instructors originate from the performance of their learners. 

Ahmed et al (2016) makes use of four different classification method to predict instructors’ 

performance based on the evaluation collected from students; their work concludes that students’ 

evaluation of instructors can assist in predicting both the performance of students and instructors. 

Mardikyan & Badur (2011) attempts to show the factors that affect the performance of instructors 

from the evaluation of their learners using stepwise regression and classification methods; from 

the research the most influential factor is the instructors’ attitude. Ola & Pallaniappan (2013) 

proposed a framework using data mining methods for the evaluation of instructors’ performance 

with the idea that if implemented would assist school administrators in decision-making and 

improve students’ academic performance. Agaoglu (2016) used data mining techniques to build 

seven classification models from students’ evaluation of instructors’ performance; according to 

their research, data mining techniques can effectively classify instructors’ performance, which can 

assist instructors improve in their teaching methods and administrators in decision making. 

From the review of data mining techniques in predicting instructors’ performance, classification 

is the techniques mostly used to predict instructors’ performance. Research in this area studied 

performance of instructors through evaluation collected from their students.  
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Another research area where the prediction of performance using data-mining techniques seems 

to be heading is in the prediction of sports performance (De Marchi, 2011). Like in the research 

carried out by Arndt & Brefeld (2016) to predict the performance of future soccer players, this 

research used regression technique to predict the performance of players at the next game based 

on past events and individual player attributes. From the reviews of performance prediction, the 

data mining technique most suitable for the task is the classification model, this method used shows 

the gathering of past data to predict future event. 

  Data Mining for Academic Performance  

Universities in many countries compete amongst themselves and tend to keep up with latest 

educational trends as a means of improving the system and keeping the university relevant 

(Vandamme et al, 2007). The students as the most important resource is at the centre of university 

concern and their needs considered important. Universities need to know and understand their 

students to be able to assist them with their needs (Vandamme et al, 2007). In addition, the 

academic performance of students is at the core of universities concern even as academic 

reputation of a university is an important indicator in world ranking (The World University 

Rankings, 2018). With the help of data mining techniques, universities can monitor the 

performance of students and using machine learning techniques for predicting students’ academic 

performance is already in its adolescence years as a lot of research work done asserts to that fact 

(Romero & Ventura, 2010). 

Research on data mining for academic performance has considered predicting student 

failure/success rates (Rountree et al, 2004; Winston et al, 2014; Yehuala, 2015), dropout rates 

(Dekker et al, 2009; Yang et al, 2013; Yukselturk et al, 2014), and predicting academic 

performance for courses (Al-Saleem et al, 2015; Badr et al, 2016; Bucos & Drăgulescu, 2018).  

Academic performance mining research focuses mostly on predicting student performance in web 

based educational systems and computer based educational system (Daud et al, 2017). This is 

possible because of the easy access of data within this educational environment. For learning 

environments where learning is not computer based, acquiring datasets would require researchers 

to either physically monitor students learning activity, gather data in different formats from 

different sources, or make use of questionnaires to gather opinions like in the works of Márquez-

Vera et al (2013) and Márquez-Vera et al (2013). 
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The review on predicting students’ academic performance using data mining techniques by Shahiri 

et al (2015), highlights CGPA and internal assessment as the attributes used mostly for predicting 

students’ performance followed by attributes such as demographics, external assessments, extra-

curricular activities, previous academic background, and social interaction. Their review also 

indicated that most researchers predict academic performance using classification methods such 

as decision trees, naïve Bayes, support vector machine, artificial neural networks, and k-nearest 

neighbour. 

Researchers mining academic performance makes use of several data mining techniques solely or 

in combination with others. However, the popular data mining techniques used so far are the 

classification and clustering techniques (Peña-Ayala, 2014).  

Some research work has attempted to figure out techniques that perform best in predicting 

students’ academic performance by combining students’ learning and personal attributes with 

previous grades (Romero & Ventura, 2010) and this review discusses few of them. The research 

by Vandamme et al (2007) classified first year students into three groups of low, medium and high 

risk as soon as the academic session starts. The work used questionnaires consisting of students’ 

personal history, students’ involvement in their academics and students’ perception about their 

academics. This study did not make use of previous academic records and although the research 

results were not exceptionally great, the discriminant analysis gave the best result out of the three 

classification techniques used (decision tree, neural networks and discriminant analysis). 

Kabakchieva (2013) combined features such as students’ personal information, pre-university and 

university records to predict students’ academic performance using four classifiers (decision tree, 

k-nearest neighbour (k-NN), naïve Bayes and rule induction); the results from the research shows 

that decision tree performs best. Asif et al (2017) used different classification methods to predict 

final year students’ graduation; in their work, they used students’ academic records before and 

after entering university, they concluded that the results were reasonable and they found decision 

tree algorithm to be the best method. 

Research work done in mining academic performance shows that classification methods are best 

suited for predicting the academic performance of scholars. This thesis focus would be on using 

the present available features to predict the future performance of students by analysing and mining 

knowledge from current low performing student and using these attributes to assist future students 

with same characteristics to perform better. 
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2.5.1  School Dropout and Poor Academic Performance  

Several factors can influence students to drop out of school such as ethnic, social, cultural, family, 

psychological profiles and academic progress (Aloise‐Young & Chavez, 2002). Doll et al, (2013) 

analysed factors that influence school dropout into push, pull, or fall out. According to the study, 

pushing out of school are factors within the school that adversely affect students and cause them 

to leave such as school policies or result of poor behaviour. Pulling out to school are factors such 

as finance, family or health problems outside the school that distracts them and cause them to 

leave, while falling out factors relates to poor academic progress. It is obvious that there is a 

correlation between poor academic performance and school dropout. Most students that dropout 

due to poor academic performance consider the course too difficult or their grades too poor to 

continue (Stinebrickner & Stinebrickner, 2014).  

Students dropping out of schools have economic effects on the society and individual effects on 

the lives of school dropouts (Latif et al, 2015). While schools and government find ways to curb 

the dropout rates in their respective schools and countries, it is imperative to focus on finding ways 

to improve students’ academic performance, as this would go a long way in reducing dropout rates. 

The use of data mining in predicting dropout rates in universities has been the concern of many 

researchers in the educational data-mining domain. Dekker et al (2009) research on predicting 

dropout rates considered three datasets, which are pre-university data, university data and both 

attribute sets using different classification methods. The dataset with both attributes of pre-

university and university data performed better than the other datasets. In predicting dropout 

students in an online educational program, Yukselturk et al (2014) combined questionnaire 

response of students and their continuation of the program to predict dropout. This study compared 

the performance of four classification methods, which are k-NN, naïve Bayes, decision tree and 

artificial neural networks, their results recommended the artificial neural networks and decision 

tree as the best classifiers in student dropout predictions. Rovira et al (2017) developed a predictive 

model using five different classifiers for predicting students’ grades and dropout tendency. Their 

research also developed a visualization tool to enable tutors understand and interpret the results 

better. 

 Causes of Poor Academic Performance in Developing Countries 

Poor academic performance has been a cause of concern for institutions in different countries (Al-

Zoubi & Younes, 2015). The causes of academic performance vary from society to society and 
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from individual to individual. In some institutions/countries especially in developed nations, 

students’ low performance usually relates to personal problems such as emotional trauma or lack 

of motivation (Banerjee, 2016). However, in many developing countries, institutions and the 

government also share in the causes of poor academic performance. 

 Individual causes: These factors directly relate to students’ ability to focus and concentrate 

on their academic work. Al-Zoubi & Younes, (2015) outlined lack of motivation, fear of 

failure, students’ perception about the course, poor planning, lack of self-confidence, and 

anxiety about exams as some factors that influence the performance of students. Alami, 

(2016) mentioned lack of plans for the future, cheating, lack of interest in course and 

laziness as individual causes of low performance. 

 Institutional causes: Some institutional causes of poor academic performance in developing 

countries that adversely affect students’ performance are lack of a conducive learning 

environment, teachers’ lack of required modern educational and psychological knowledge. 

 Government causes: Many public institutions in developing countries face the problem of 

low funding and this creates a poor learning environment, which affects the performance 

of students (Glewwe & Kremer, 2006). The government has a major role to play in ensuring 

universities are up to modern standards by creating and enforcing the right policies and 

making funds available to enhance learning. 

 Other causes: These factors affect learners that are generally beyond their control. For 

example, factors such as family financial background, medical and psychological problems 

can adversely affect the performance of students (Al-Zoubi & Younes, 2015). Universities 

need to keep this in mind and create an environment where students with such conditions 

receive special treatments to boost their performance. 

2.6.1 A Focus in Nigeria 

While looking at the causes of poor academic performance, it was established the causes of low 

performance varies from society to society; hence, there are factors inherent in Nigeria that limits 

the performance of students; for example, the high rate of unemployed graduates creates panic in 

undergraduate students, as they are uncertain of their future (Okubanjo, 2008; Longe, 2017). When 

undergraduate students are aware of the amount of unemployed graduates in the country, they tend 

to lose focus and lack motivation to do well in their studies. Finance related problem is also another 
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issue in Nigerian higher degree education due to the large amount of low-income earners in the 

country (Olotu et al, 2015). Also, students that fend for themselves through engagement in 

temporary jobs or personal trades tend to value their source of income more than acquiring good 

grades; since in their opinion it is better to focus on their finance than making good grades with 

very little career opportunities in the future (Nnamani et al, 2014). Another issue is the lack of 

bursary scheme available in universities and scholarships are very competitive and might only be 

available to second year students with very good grades; hence, students with poor grades lack 

support and motivation to do better (Eno-Abasi et al, 2018).  

The causes of poor academic performance in Nigeria also distributes amongst individual, 

institutional and government factors.  

 Individual factor: Individual student might lack enthusiasm or the right amount of support 

to perform well in their academics. Individual factors highlighted by Adeyemi & Adeyemi, 

(2014b) include students’ lack of interest in their course, poor planning and study habit, 

negative peer influence, students’ perception of course as difficult or uninteresting, no 

support from parents/guardian, family crisis, and students’ family educational background. 

All these factors directly and indirectly affect the performance of students. 

 Institutional factors: Many institutions in Nigeria lack the modern technological needs for 

21st century learners. The learning environments make it difficult for students to access 

their full potential as the environment adversely affects their ability to perform well. Some 

institutional factors that affect Nigerian higher institutions outlined by Adeyemi & 

Adeyemi, (2014a) are student to teacher ratio, lecturers’ interest and commitment, 

instructors’ knowledge of subject and passion for teaching, effectiveness of teaching 

method, school leadership, school calendar stability, poor school environment, poor 

teaching materials, lack of adequate educational infrastructure, and poor library facilities. 

 Government factors: The lack of stability in many public schools are due to disagreements 

between the government and the institutions which results in regular strike activities 

embarked on by academic staff (Ugar, 2018). The government support given to the 

education sector is also not encouraging, as percentage of national budget for educational 

purposes is very low (Ani, 2017). Other government related factors include inadequate 

stable power supply within and outside school environment, poor security in most school 
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environment, and high rate of poverty in the country affecting the financial state of 

students’ sponsors (Ani, 2017). 

 Academic Performance Prediction Modelling  

When modelling students’ academic performance, researchers have focused on combining 

different data mining techniques to identify the best technique based on the dataset and developing 

useful models for future purposes. An important part of model development is feature selection; 

the right features can make all the difference in system modelling (Strecht et al, 2015). A feature 

selection technique helps to identify attributes relevant to a data-mining task within a dataset 

(Beniwal & Arora, 2012.). Selecting the best features for a model includes establishing all subsets 

of the attributes and evaluating each one (Ramaswami & Bhaskaran, 2009). The feature selection 

methods used in data mining are filter, wrapper and embedded methods. The filter method ranks 

relevant attributes based on the overall characteristics of the training data while the wrapper 

method uses an algorithm to evaluate the accuracy of features in prediction and the embedded 

method combines the characteristics of both the filter and wrapper methods (Pitt & Nayak, 2007). 

From research carried out in modelling students’ academic performance, some relevant attributes 

include previous academic records (Ogor, 2007; Borkar & Rajeswari, 2014), demographic 

information (García & Mora, 2011; Acharya & Sinha, 2014), parent(s) educational background 

(Mirashrafi, 2013; Amrieh et al, 2016), parent(s) financial status (Baradwaj & Pal, 2012; David & 

Gómez, 2014), among others. 

Student models developed within EDM domain focus on providing students and tutors with timely 

information to assist students perform better and enable tutors detect struggling students as early 

as possible. Kabakchieva, (2013) developed models to predict students’ performance, combining 

students’ attributes such as personal, pre-university and university academic performance using 

classification methods. ElGamal, (2013) developed a model for predicting student academic 

performance in programming courses using a combination of personal information and previous 

academic knowledge in programming and mathematics, their results indicate the importance of 

good grades in mathematics and experience in programming, the model obtained from their 

research can assist lecturers in providing the necessary support to new students. Romero et al 

(2008) combined different data mining methods to classify students based on their Moodle usage 

data and the final scores for different programmes. They achieved this using a data mining tool 

they developed for this purpose, the model from their research results assists tutors detect students 



 

31 

with learning problems as early as possible and consequently intervening to enhance such 

performance. 

 Chapter Summary and Lessons learnt 

This chapter interrogated educational data mining, its application, methods, benefits, challenges 

and future prospects. It also examined data mining techniques in predicting performance in 

different areas and highlighted the accomplishments of data mining and its capabilities in 

understanding and improving these areas. This chapter also extensively discussed the use of data 

mining in education, specifically in predicting academic performance, which showed the different 

ways data mining builds education and the society through the development of methods that 

scholars and educators could deploy in order to improve on their academic performance and 

tutoring skills respectively. One lesson learned from this chapter is that the common data mining 

methods used in predicting student performance are clustering and classification methods. The 

research objectives of this thesis highlight the use of the classification method in identifying 

relevant features of low performing students and classifying them into different failure groups. 

Finally, this research aligns with the goal of EDM, which requires collective research in every 

learning environment in every country to boost the research area and acquire working models for 

easy implementation across every educational system. 
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CHAPTER THREE: RESEARCH METHODOLOGY 

 Introduction 

The goal of this study is to design a system that classifies low performing undergraduate students 

in NDU using machine-learning techniques. To achieve this, the study follows the CRISP-DM 

(Cross-Industry Standard Process for Data Mining). The CRISP-DM process is a popular 

methodology followed in EDM, which consists of six phases outlining steps required for 

successful knowledge mining. 

This chapter describes the CRISP-DM phases and its implementation in this study. In depth, the 

chapter scans the process of collecting and collating data, the preparation of data for mining, 

discussion of the five machine learning algorithms selected for the modelling process, techniques 

for feature selection and techniques for evaluation of the models.  

 Educational Data Mining Process  

A common methodology followed in the discovery of knowledge is the CRISP-DM process 

(Chalaris et al, 2014; Oreski et al, 2017); the CRISP-DM process is a well-known data mining 

process that shows clear paths to achieve project goals (Wirth & Hipp, 2000). The CRISP-DM 

process depicted in Fig 3.1 has six phases that carry through a project for successful knowledge 

mining. An overview of the CRISP-DM process provides a good understanding of the process and 

its implementation in this research. A brief discussion of the six phases of the CRISP-DM model 

and its use in this research follows: 

 

 

 

 

 

 

Fig 3.1: The CRISP-DM Process (Olson & Delen, 2008) 
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Business Understanding: This phase involves setting out research objectives by ascertaining 

important stakeholders for the research and gathering valuable information to ensure the objectives 

of the research are attainable. 

Data Understanding:  This phase involves collecting and examining relevant data. It includes 

validating the data to rid it of redundant and incomplete values. This phase enables the analysis of 

the data quality in terms of research objectives and highlights useful patterns in the data.  

Data Preparation: This phase handles cleaning (missing or incomplete data) and transforming 

(converting to suitable format) the collected data; this ensures that the data is appropriate for the 

selected modelling tool. 

Modelling: This phase involves choosing modelling algorithms and applying them to the prepared 

data to generate new knowledge. This study employs the WEKA modelling tool, which has several 

classification algorithms to model the data. However, before modelling commences, it is necessary 

to split the dataset into two parts for training and testing. The splitting helps eliminate bias and 

analyses how well the model generalizes. 

Evaluation: The evaluation phase interprets the results from the modelling phase by locating 

interesting patterns in the developed models and ensuring that the results meet the objectives of 

the project.  

Deployment: This final stage presents the knowledge discovered from the data mining process by 

either designing a system or incorporating it into an already existing system. This deployment 

stage offers stakeholders with the knowledge they need to make better decisions for the 

organization.  

 Framework  

This research adopted the six CRISP-DM phases to investigate the problem of low academic 

performance in NDU. The diagram in Fig 3.2 illustrates the framework followed in this research 

to achieve the research goals and the discussions of the steps follows. 
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Fig 3.2: The framework of this research 
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3.3.1 Domain understanding: poor academic performance  

This phase involves setting out research objectives by ascertaining important stakeholders for the 

research and gathering valuable information to ensure the objectives of the research are attainable. 

The research objectives stated in Chapter One of this research work describe the goals of the 

research. Understanding the domain constitutes the first phase of the process and locating the 

problem of low performance in Niger Delta University undergraduate students within the specific 

goal of developing a predictive model that classifies the failure level of a new student. This 

problem requires the use of classification technique. 

Looking at the problem of underperformance in Niger Delta University undergraduate students; 

the student results collected and a brief discussion with key stakeholders at the university 

confirmed the existence of the problem in the university. These stakeholders include faculty deans, 

faculty examination officers and heads of departments.  

Understanding and stating clearly that the issue of low performance exists in NDU led to gathering 

of student data and the next step involves understanding the data. 

3.3.2 Data Understanding  

With the domain of the problem comprehended, the next phase involves data understanding. This 

entails getting familiar with the different data types in every attribute and identifying data that 

requires transformation to make it suitable for modelling. The data source is low performing 

undergraduate students in Niger Delta University, Bayelsa State, Nigeria. 

The Niger Delta University has about 10,000 undergraduate students. The data collected from the 

university shows about 5631 correctly stored undergraduate students’ records and 3481 of this 

population recorded a cumulative grade point average of less than 3.00 on a 5.00 grade point scale. 

With this high level of poor performance in the university, the relevance of the study is justified. 

The study sampled 2348 students from different faculties and levels. The Raosoft sample size 

calculator (Raosoft, 2004) enabled the research to sample this target number. The Raosoft sample 

size calculator shows that for a population of 3481, a confidence level of 95% and 5% margin of 

error, a sample size of 347 and above can generalise the results obtained.  

The first step in understanding the data requires the collection of data. A description of the data 

collection process follows. 
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3.3.2.1 Data Collection  

The diagram in Fig 3.3 shows the complete data collection process followed in this study. From 

the diagram, the data collection process involves letters distributed to key stakeholders to gain 

permission to conduct the study, which led to meeting with stakeholders to agree on terms 

regarding data collection process. Next, the collection of existing data from available sources and 

the next step was the collation of all the data collected into one format for mining, and cleaning 

data to rid it of inaccurate or incomplete information. The final step, which is data set for mining, 

is the product derived from the entire data collection process. 

 

Fig 3.3: The data collection process 

Collected Data Records 

The first activity involves gathering attributes directly related to underperformance of students 

through the review of related literature. From the findings of the review, the research identified 

attributes to focus upon during the data collection activity at the university. Description of the data 

collection activities follows next. 

Activity 1: Literature Review 

The review of literature focused on recent and relevant studies about attributes of low performing 

students and its relationship to school dropout, with a specific focus on the global problem and 
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then narrowing it down to Nigeria. Through the research on low performing students over the 

years, scholars acknowledge some attributes as general indicators of the problem. However, other 

studies confirm that certain attributes are unique to students in different countries and study 

environment. Section 2.4 in Chapter Two describes the review and findings from this activity. 

Activity 2: Secondary Data Collection 

Secondary data collection formed the first data collection process in this research. This is necessary 

to acquire available data stored by the university. The researcher had a meeting with the deputy 

vice chancellor academics (DVC Acad.) of the university who is in charge of handling all 

information related to students’ academics. The DVC Acad. assisted the researcher by sending out 

memos to all faculty deans, heads of departments, faculty officers and faculty examination officers 

to assist the researcher in the data gathering. With all faculty deans and heads of faculty sections 

notified, the intention of the researcher was to collect data from one faculty and then move to the 

next faculty. However, the researcher experienced delays from some faculty officers and 

examination officers and decided to combine two or three faculties depending on the rate of 

response. Meeting with each faculty officer was mostly productive on the same day with few 

exceptions where the faculty officers postponed the data collection for a later date. The faculty 

officers stored the student details in spreadsheet files and gave the researcher the data on USB 

flash drive. The collection of students’ results data involved meeting with examination officers 

within departments; for some departments where the examination officers were unavailable, the 

heads of departments provided the data, which were in either PDF or hard copy files. The 

researcher transferred each file collected through USB flash drive immediately into the 

researcher’s laptop and stored all hard copy files in a file jacket. 

At the end of the data collection, the researcher gathered all the files received and stored them in 

a folder for collation and cleaning. 

3.3.3 Data Preparation Process  

The secondary data collected from the university had many incomplete and inaccurate data. The 

student details collected from the university is about ten thousand four hundred and seventy-two 

(10472) records; after manually inserting CGPA from the PDF or hardcopy, the total number of 

students with CGPA is five thousand six hundred and thirty-one (5631) records. Three thousand 

four hundred and eighty-one (3481) records formed students with CGPA less than 3.0, which 

forms the entire population of low performing undergraduate students in this research.  
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The process of collating the records obtained from the university required a lot of time. First, the 

researcher arranged the student data collected from faculty officers into one spreadsheet file with 

each faculty allocated a sheet of its own to enable easy management of records, then added a new 

field called CGPA to all faculties. Next, the researcher manually keyed in the CGPA for each 

student record, which took a lot of time because of the size of the data. The researcher also spent 

time verifying that each CGPA keyed in tallied with the student data and that the figure was 

accurate. With the CGPA added to the dataset, the researcher sorted the CGPA field to extract all 

students with CGPA, moved the set of data from all faculties into a new spreadsheet file, and 

finally sorted the data to acquire students with CGPA less than 3.0. 

Data cleaning considered as an important step in the pre-processing stage of data mining implies 

the detection and removal of errors and discrepancies from data to improve its quality (Rahm & 

Do, 2000). To ensure the dataset collected are of high quality, the researcher that all records are 

complete and within required boundaries and removed all inconsequential fields regarding the 

research purpose.  

The cleaning process proved challenging because of the huge amount of incomplete data. There 

were several records with either no data or incomplete data, for example, about thirty-three (33) 

values were omitted for sex field and sixty-nine (69) values were omitted for date of birth field 

(with about twenty (20) incorrect values for year of birth). These omitted values occurred randomly 

and some records contained two or more of these missing values. The data provided names of 

students, which assisted in predicting the sex for these missing records. The missing values for 

date of birth used average date of birth values of students within the same department and level to 

predict the average date of birth for these records. The researcher also noted that about fifty-six 

(56) records had a CGPA of zero (0) and decided to remove these records because there is the 

possibility that these set of students registered for the courses but did not seat for the examinations; 

although it is also possible for students to fail all courses.  

Hence, the clean secondary dataset collected from the university saved in a spreadsheet file formed 

the main dataset for mining. 

3.3.3.1 Attribute Selection 

The attributes selected for mining at the end of the data preparation process are twenty-five, 

including the class attribute which is CGPA. Table 3.1 shows these selected attribute fields, their 

variables and corresponding values. From the table, some attributes selected are demographic data, 
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type of previously attended schools, sponsor information, course interest, etc. The Average SSCE 

score attribute is the average of students’ previous academic performance. Students write a 

minimum of seven subjects and maximum of nine subjects during the examinations and earn 

grades A, B, C, D, E or F based on their performance. For the purpose of the research, the values 

6, 5, 4, 3, 2 or 1 replaced the respective grades and the sum for each student divided by the number 

of subjects the student wrote gives the value of the average SSCE score. 

Table 3.1: Description of data fields and their respective values. 

FIELDS VARIABLES VALUES 

Sex M  

F 

Male  

Female 

Age B30 

30A 

Below 30 years 

30 years and above 

Marital status S 

M 

Single 

Married 

Attended primary school  NO 

YES 

No 

Yes 

Secondary school type PRI  

PUB  

Private 

Public 

Secondary school area URB  

RUR 

Urban 

Rural 

Sponsor type  GUAD 

PAR  

SELF 

Guardian 

Parents 

Self-sponsor 

Sponsor qualification DEG 

NODEG 

NOEDU 

Educated with degree 

Educated without degree 

No formal education 

Sponsor income LOW  

MED 

HIGH 

Below N50,000 

N50,000 – N100,000 

Above N100,000 

Sponsor support LOW 

MED 

HIGH 

Little support 

Average support 

Great support 

Family size SMALL 

MED  

LAR 

1 – 4 

5 - 9 

Above 9 

Work and study YES 

NO 

Yes 

No 

University accommodation CMPS 

OFFCMPS 

Campus 

Off-campus 

Years before admission NONE 

B5 

5A 

None 

Below 5 years 

5 years and above 

Course from Jamb YES 

NO 

Yes 

No 



 

40 

Course interest  LOW  

AVE 

HIGH  

Little interest 

Average interest 

High interest 

Weekly study time LOW  

AVE  

HIGH 

Less than 10hrs 

10 – 20hrs 

Above 20hrs 

Postgraduate degree NO 

YES 

NS 

No 

Yes 

Not sure 

Own smart phone YES 

NO 

Yes 

No 

Smart phone assistance ASGMT 

STUDY 

NONE 

For assignment 

For studying 

None 

Sports activeness LOW 

HIGH  

A little active 

Very active 

Jamb score LOW 

AVE 

HIGH 

Below 180 

180 – 250 

Above 250 

Post-UTME score LOW 

AVE 

HIGH 

Below 180 

180 – 250 

Above 250 

Average SSCE score LOW 

AVE 

HIGH 

Less than 4.00 

4.00 – 4.99 

5.00 and above 

CGPA HL  

LL 

2.50 - 2.99 

0.01 – 2.49 
 

3.3.4 Modelling 

For the modelling phase, this research used the WEKA modelling software. The Waikato 

Environment for Knowledge Analysis (WEKA) is a collection of machine learning algorithms for 

data mining tasks, containing tools for data preparation, classification, regression, clustering, 

association rules mining, and visualization. The modelling task requires the use of classification 

techniques. The classifier models considered in line with the research objectives are J48 decision 

tree, logistic regression, multilayer perceptron, naïve Bayes and sequential minimal optimization. 

These classifiers are popular in data mining research and commonly used in EDM domain. A brief 

discussion of these algorithms follows. 

3.3.4.1 J48 Decision Trees 

A decision tree depicts a flowchart-like structure with internal nodes or non-leaf nodes 

representing tests on attributes and terminal nodes or leaf nodes signifying class labels (Han et al, 



 

41 

2011). The decision tree is a model for prediction where classification of instances takes place 

following the trial of satisfied conditions from the root of the tree until it reaches a leaf, which 

ultimately corresponds to a class label (Romero et al, 2008). Converting a decision tree to a set of 

rules enables the alleviation of the effects of the strict hierarchical structure (Aggarwal, 2015). 

While building decision trees, it is essential to ensure that the algorithm finds the most optimal 

tree, and to achieve this, the splitting and stopping criteria have to be known and explicated (Tan 

et al, 2013). The algorithm commonly makes use of the degree of impurity of child nodes to 

determine the best splits; impurity measures often used are entropy, Gini index and classification 

error (Tan et al, 2013). Equations 3.1, 3.2 and 3.3 are the formulas for the impurity measures: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑡)  =  − ∑ 𝑝(𝑖|𝑡)𝑙𝑜𝑔2𝑝(𝑖|𝑡)𝑐−1
𝑖=0      Eq. 3.1 

𝐺𝑖𝑛𝑖(𝑡)  =  1 − ∑ [𝑝(𝑖|𝑡)]2𝑐−1
𝑖=0       Eq. 3.2 

𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑒𝑟𝑟𝑜𝑟(𝑡)  =  1 − 𝑚𝑎𝑥⌈𝑝(𝑖|𝑡)⌉    Eq. 3.3 

The difference in entropy is termed information gain and the algorithm selects the attribute with 

highest information gain as best splitting attribute for the node (Han et al, 2011). Subsequently, 

the gain ratio determines the goodness of a split. The gain ratio is the ratio of information gained 

to the core information and the algorithm selects the attribute with the maximum gain ratio as the 

splitting attribute (Han et al, 2011). The Gini index considers all the subsets of an attribute and 

selects the one with minimum Gini index as the best splitting attribute, it also enforces that the tree 

split is binary (Han et al, 2011). Fig 3.4 illustrates a simple decision tree, showing the root node, 

internal nodes and the leaf nodes, which represents the class label. 

 

 

 

 

 

Fig 3.4: A simple decision tree (Larose & Larose, 2014) 
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The decision tree algorithm has different types and some of the widely used types are Iterative 

Dichotomiser 3 (ID3), Classification and Regression Tree (CART), Chi-square Automatic 

Interaction Detection (CHAID) and a successor to the ID3 called C4.5 (Adeyemo et al, 2015). The 

J48 is the java implementation of C4.5 in WEKA modelling tool; it is so-called because the 

algorithm implements an upgraded form of the C4.5 algorithm called C4.5 version 8 (Han et al, 

2011). The C4.5 algorithm offers more than the 1D3 with improvements such as allowing the 

handling of continuous and discrete features, pruning trees to reduce its size, dealing with dataset 

that contains missing values and the conversion of the trees into sets of rules (Han et al, 2011; 

Singh & Gupta, 2014). 

3.3.4.2 Logistic Regression 

The logistic regression models the probability of an event happening as a set of predictor variables 

and it is best for tasks with categorical binary class values (Kantardzic, 2011). The main distinction 

between the popular linear regression and logistic regression is that linear regression model 

produces its output as a continuous value represented as a straight line on a graph while logistic 

regression model fits its output as a curve on a graph and gives its result as a dichotomous value 

(Han et al, 2011). The logistic regression has two model forms called binary logistic regression 

and multinomial logistic regression (Park, 2013). The binary logistic regression is for tasks with 

two dependent variable values and the multinomial logistic regression is for tasks with more than 

two dependent variables values; however, the independent variables for both forms can either be 

continuous or categorical (Park, 2013).  

The logistic regression model fits the task of this study as it considers the classification of low 

performing students into two groups. This study looks at the dependent variable values, which are 

HL and LL, and 24 categorical independent. The output of a logistic model ranges from 0 to 1 

(Kleinbaum & Klein, 2010) and for the purpose of the logistic regression, the study considered the 

class HL as 0 and LL as 1 and the 24 independent variables as X1, X2, … X24. With the observations 

of the independent variables, the logistic regression model considers the probability that a student 

is in either of the two classes, for an output of 0.5 and above the class is 1 and for less than 0.5 the 

class is 0. 

The conditional probability that the output (D) equals 1 considering the independent variables as 

given in Eq. 3.4 can be obtained from the formula given in Eq. 3.5 according to Kleinbaum & 

Klein (2010).  
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𝑃(𝐷 =  1|𝑋1, 𝑋2, … 𝑋24)       Eq. 3.4 

𝑃(𝐷 = 1) =  
1

1+ 𝑒−(𝛼+∑ 𝛽𝑖𝑋𝑖)        Eq. 3.5 

The values of α and β are unknown parameters that are estimated based on data gotten from the 

values of the independent variables and the dependent variable outcome (Kleinbaum & Klein, 

2010). 

3.3.4.3 Multilayer Perceptron (MLP) 

The multilayer perceptron is a feed forward artificial neural network made up of the input layer, 

one or more hidden layers of nodes and an output layer of nodes (Kantardzic, 2011). From the 

definition above, an artificial neural network is termed ‘artificial’ because it attempts to imitate 

the nervous system of the human brain, which communicates with neurons by sending information 

in the form of signals through directed connections to each other (Kruse et al, 2016). In addition, 

it allows the transfer of information in one direction from input, hidden layers to output and uses 

a technique called back propagation for training (Marsland, 2014). The diagram in Fig 3.5 shows 

the structure of a multilayer perceptron, which illustrates the input layer feeding information 

forward into the hidden layers for processing and sending the response to the output layer. 

The input layer of an artificial neural network represents the attributes fed into the model while 

the output layer signifies the labelled class; therefore, for this study the input layer are the 24 

features and the output layer is the target class students belongs, which can either be HL or LL.  

 

Fig 3.5: Structure of a multilayer perceptron with two hidden layers (Kantardzic, 2011). 



 

44 

The multilayer perceptron model has shown a high level of accuracy in several applications; 

however, the training time is slow especially with many features, the computations of the hidden 

layers is difficult to interpret and for the model to perform very well it requires many data for 

training (Panchal et al, 2011; Asif et al, 2014). 

3.3.4.4 Naïve Bayes Bayesian Classifiers 

Bayesian classifier presents models for representing probabilistic relationships among multiple 

interacting variables (Husmeier, 2005; Tan et al, 2013). Classifiers such as the naïve Bayes and 

the Bayesian belief network model probabilistic relationships between attribute set and class 

variable (Tan et al, 2013). According to Han et al (2011), the naïve Bayes classifier is similar in 

performance with other classification algorithms such as decision tree and some neural network 

classifiers. In addition, the naïve Bayes employs the Bayes theorem for conditional probabilities 

and assumes that the attributes are conditionally independent (Tan et al, 2013; Aggarwal, 2015). 

This classifier is robust to remote noise points and irrelevant attributes; however, correlated 

attributes reduce its performance because the assumption of conditional independence no longer 

holds (Tan et al, 2013).  

The naïve Bayes classifier derives its formula from the popular Bayes theorem depicted in Eq. 3.6 

and the Eq. 3.7 represents the formula for the naïve Bayes Classifier (Tan et al, 2013) 

𝑃(𝐴|𝐵) =  
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 ……………………………………………………….… Eq. 3.6 

𝑃(𝐴|𝐵 = 𝑏) =  ∏ 𝑃(𝐴𝑖
𝑛
𝑖=1 |𝐵 = 𝑏) ……………………………………………Eq. 3.7 

From the Eq. 3.7 the value 𝐴 represents the feature set with 𝑛 features {𝐴 =  𝐴1, 𝐴2, … , 𝐴𝑛} and 

for this study, the n features equals the 24 features collected. 

3.3.4.5 Sequential Minimal Optimization (SMO) 

The support vector machine (SVM) is a supervised learning model used for classification tasks by 

searching for the hyperplane that gets the most out of the margin that exists between two classes 

(Suthaharan, 2016). This algorithm is for classification tasks where the target class is dichotomous 

(Hsu & Lin, 2002). However, the traditional techniques used for training with the SVM model are 

not fit for problems with large size (Zeng et al, 2008). Therefore, to improve training efficiency, 

the sequential minimal optimization (SMO) algorithm provides solutions to the quadratic 
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programming problems that arises in the course of training in SVM (Platt, 1998). The SMO is 

popular because it is simple and performs faster than other SVM training algorithms (Zeng et al, 

2008). To show a pictorial image of the SVM, Fig 3.6 shows the SVM with a hyperplane separating 

the two classes used for this study.  

 

  (a)        (b) 

Fig 3.6: The support vector machine showing (a) the separation of the HL class and the LL class 

with a hyperplane and (b) the point with the highest margin. 

From the diagram, the SVM selects the largest margin between the HL class and the LL class; the 

strength of the SVM model comes from the ability to separate both classes with the largest 

boundary. 

3.3.4.6 Feature Selection Techniques 

Data mining typically works with a large amount of data that contains many features and over time 

as the size of data increases, it creates more features (Dash & Liu, 1997; Saeys et al, 2007; Hira & 

Gillies, 2015). When a dataset has many features, it may contain some irrelevant features; meaning 

features that do not contribute much value to the model designed. Hence, it is good practice to 

identify and select the most important features within the dataset and the technique used in 

selecting relevant features termed ‘feature selection’ aids in removing redundant features from the 

dataset (Hira & Gillies, 2015). This works by selecting important features from the dataset that 

retains the value of the dataset and produces good results from the modelling process 

(Chandrashekar & Sahin, 2014). Saeys et al (2007) outlines the following feature selection 

properties:  overfitting and increasing the model performance, offering faster and inexpensive 

models and to gain a better understanding of the methods described by the data.  
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This feature selection process generally follows four steps in evaluating and validating the best 

features in a dataset and Fig 3.7 depicts these steps. From the diagram, the complete dataset goes 

through generating a subset of features, evaluates these features to determine its relevance, checks 

with predefined stopping criteria and when it is met, outputs the selected features for validation 

(Dash & Liu, 1997). 

 

Fig 3.7: General feature selection process (Dash & Liu, 1997) 

Some feature selection techniques used in classification methods are the filter, wrapper and 

embedded methods. The discussion on these techniques follows. 

Filter: The filter method works by ranking features in order of importance or usefulness 

(Shardlow, 2016). It is carried out as a pre-processing step independent of classifiers and has the 

benefit of being fast (Saeys et al, 2008). Concisely the fitter method selects and lists out the best 

features discovered from the dataset prior to the classification task. Some examples of the filter 

technique include correlation based feature selection, ReliefF, information gain, fast correlation 

based feature selection, gain ratio, Markov blanket filter (Sánchez-Maroño, et al, 2007; Mwadulo 

2016; Shardlow, 2016) 

This study employs four filter methods incorporated in WEKA namely correlation, gain ratio, 

information gain and ReliefF for selecting the best features from the dataset used in this study.  

Wrapper: The wrapper method searches for the best set of features by working with a classifier 

model. It achieves this by using a set of features with the model and makes a decision to keep or 

discard features from the selected set based on the acquired results (Das, 2001). It is termed 

“wrapper” because the attribute selection process wraps itself around the classification model 
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(Chang et al, 2013). This method displays a higher level of accuracy compared to the filter method; 

however, it can lead to overfitting, it is slow and it is computationally demanding (Saeys et al, 

2007). Some examples of wrapper methods include greedy forward search and exhaustive search 

(Shardlow, 2016).  

Embedded: The embedded method of feature selection combines the characteristics of both filter 

and wrapper methods to offer a balance between performance and computational cost (Saeys et al, 

2008).  This method works with classifier models at a lesser computational cost and implements 

in such a way that the in-built feature selection works by reducing the features (Mwadulo 2016; 

Hameed et al, 2018). Some examples of embedded methods include LASSO and RIDGE 

regression (Hameed et al, 2018). 

3.3.5 Predictive System Methodology 

To carry out the design and implementation of any software, it is required to follow a software 

development methodology. A software development methodology helps in planning and 

monitoring the process of building information systems (Segue Technologies, 2015). The use of a 

software methodology enables the smooth cycle of the software development from start to finish. 

In line with this, this research followed the rapid prototyping methodology in developing the 

predictive software that is detailed in the following segment. 

3.3.5.1 Rapid prototyping  

Rapid prototyping methodology strives to design the prototype of a software using less effort 

compared to the production and implementation of a software for operational use (Devadiga, 

2017). The logic is to get a working software early enough to allow feedback and analysis with 

clients during the software development process (Kordon, 2002).  

A prototype is a working model of a system that shows a selected part of the system properties 

such as the design layout, response times or calculated outputs (Devadiga, 2017). This prototype 

enables clients to have a visual picture of the working software early enough in the software 

development process and creates room for feedback and improvement on the software before the 

development and implementation of the final product. 
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Fig 3.8: Rapid Application Development model (Kumar & Bhatia, 2014) 

The rapid application development model follows four processes as depicted in Fig 3.8. From the 

diagram, the first step is requirement planning, the next step is user description followed by the 

penultimate construction and the ultimate cutover.  

The requirement planning involves studying the problem, gathering requirements and deciding on 

the requirements for the project. At the end of this stage, the project team assesses the objectives 

and prospects of the project and decides on the basic requirements. The second step develops the 

system based on the user description or expectation using simple prototype methods like sketching 

the system or designing of storyboard. This stage enables the client and project team to agree on 

the design and appearance of the software.  

The construction step involves transforming the system prototype developed into a working model. 

This phase comprises preparation for construction of the system, coding, software development 

and testing. At the end of this step, the design team produces a complete working model of the 

software. 

The last step, which is the cutover stage, is for implementation of the system. This step 

encompasses launching of the system for use and includes testing, debugging, data conversion and 

generally making the system fit for use. 

The rapid prototyping methodology fits this research as it presents a working software early once 

the requirements are known; and this helps in providing a working product early enough. The goal 

of designing a software in this research provides an easy way for users of the system to predict 

student performance without repeatedly making use of data mining software. Based on this goal, 

it is important to quickly design a software that makes this possible and make changes on the 

software in time as required. 

3.3.6 Evaluation 

Methods of evaluating models in machine learning include splitting the data and K-fold. Splitting 

the data involves dividing the dataset into two, the first part (training sample) is used to the train 
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the algorithm and the second part (test or validation sample) is used to evaluate the performance 

of the algorithm (Arlot, & Celisse, 2010). The K-Fold experimental design is the evaluation 

method commonly used in machine learning; this method combines the dataset for both training 

and testing (Anguita et al, 2009). The 10-fold evaluation design splits the dataset randomly in 10 

parts and builds the model by training and testing the model 10 times. The training process involves 

using 90% of the dataset for training and 10% of the dataset for testing on each iteration. 

Experiment results given at the end of the process is the confusion matrix. A confusion matrix is 

the classification performance summary of a classifier with regard to some given test data (Ting, 

2017). 

This study makes use of the WEKA software and some metric measures assisted in determining 

the performance of the classifier models, a brief discussion of these metric measures follows. 

3.3.6.1 Metrics of Evaluation in WEKA 

The evaluation process in this research makes use of 10-fold cross-validation to measure the 

performance of the classifier models. Generally used metric measures in literature for performance 

evaluation and available in WEKA are specificity, sensitivity, precision, F-Measure (Shaikh et al., 

2015), Cohen’s Kappa (Romero and Ventura, 2010), Receiver Operating Characteristics (ROC) 

area (Sarlis and Christopoulos, 2014) and Root Mean Squared Error (Pardos et al., 2012). 

The confusion matrix as earlier stated summarises the classification performance of classifiers 

models and the results aids in analysing the accuracy of developed models. Fig 3.8 shows the 

diagrammatical representation of a confusion matrix. 

 

 

 

 

Fig 3.9: A Confusion matrix 
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Prevalence  

Prevalence is a basic measure of evaluation derived from the confusion matrix. It measures the 

ratio of the actual positives to the entire dataset (Hripcsak, 2012). Prevalence is an important 

measure as it indicates the target class distribution of the dataset under study. Eq. 3.8 shows the 

formula for prevalence. 

𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒 =  
𝑇𝑟𝑢𝑒 𝐿𝐿 + 𝐹𝑎𝑙𝑠𝑒 𝐿𝐿

𝑇𝑟𝑢𝑒 𝐿𝐿 + 𝐹𝑎𝑙𝑠𝑒 𝐻𝐿 + 𝐹𝑎𝑙𝑠𝑒 𝐿𝐿 + 𝑇𝑟𝑢𝑒 𝐻𝐿
 …………………....…. Eq. 3.8 

Recall or Sensitivity 

Recall, also called sensitivity, measures the ability of a model to classify the positives efficiently 

(Sokolova & Lapalme, 2009). It is the ratio of correctly identified number of True Positive records 

from the actual Positive records in the data and it measures the proportion of actual positives 

correctly identified. Eq. 3.9 shows the formula for sensitivity. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝐿𝐿

𝑇𝑟𝑢𝑒 𝐿𝐿 + 𝐹𝑎𝑙𝑠𝑒 𝐿𝐿
 ………………………......…………………….. Eq. 3.9 

Specificity 

Specificity measures the ability of a model to classify the negatives efficiently (Sokolova & 

Lapalme, 2009). It is the ratio of correctly identified True Negative records from the actual 

Negative records in the data and it measures the proportion of negatives correctly identified. Eq. 

3.10 shows the formula for specificity. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝐻𝐿

𝐹𝑎𝑙𝑠𝑒 𝐻𝐿 + 𝑇𝑟𝑢𝑒 𝐻𝐿
 …………………………..………………. Eq. 3.10 

The specificity and sensitivity metrics classifies True Positives and True Negatives of a dataset; 

therefore, a perfect classifier would be 100% sensitive and 100% specific, which means the 

classifier identified all the records correctly. 

Precision 

Precision also called positive predictive value (PPV) measures the predicted positive values of the 

model, it is the ratio of correctly predicted True Positives to all the Positive values predicted by 

the model (Hripcsak, 2012; Nisbet et al, 2017). Eq. 3.11 shows the formula for precision. 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝐿𝐿

𝑇𝑟𝑢𝑒 𝐿𝐿 + 𝐹𝑎𝑙𝑠𝑒 𝐻𝐿
 ………………………………….….....……. Eq. 3.11 

F-Measure 

F-Measure determines the efficiency of the classifier’s prediction of the target class by combining 

both precision and recall to attain a balanced average value (Shaikh et al., 2015). It is the harmonic 

mean of the model’s precision and recall values (Sasaki, 2007). The Eq. 3.12 shows the formula 

for F-Measure. 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 …………………………………........ Eq. 3.12 

Receiver Operating Characteristics (ROC) Area 

The ROC metric determines the ability of a model to avoid misclassifications through a graph by 

plotting sensitivity against specificity (Sokolova & Lapalme, 2009; Hripcsak, 2012). It is a useful 

and popular metric used to analyse model performance with applications in different fields such 

as medicine and meteorology (Sarlis & Christopoulos, 2014). The ROC metric is preferred because 

it achieves a balance between sensitivity and specificity and a model with high sensitivity value 

and low specificity value results in producing a larger ROC area, which means that the model 

achieves high accuracy in identifying the True Positives. 

Matthews Correlation Coefficient (MCC) 

The Matthews Correlation Coefficient (MCC) is a metric measure for binary classification that is 

suitable for imbalanced dataset that happens when the sample size of data classes is unequally 

distributed, that is when one data class has a lot more records than the other class (Boughorbel et 

al, 2017). The MCC results lies between -1 to +1, where -1 indicates total disagreement, 0 indicates 

random predictions and +1 indicates total prediction (Baldi et al, 200). The equation (Eq. 3.13) 

shows the formula to calculate the MCC directly from the confusion matrix. 

𝑀𝐶𝐶 =  
𝑇𝑟𝑢𝑒 𝐿𝐿 ×𝑇𝑟𝑢𝑒 𝐻𝐿−𝐹𝑎𝑙𝑠𝑒 𝐻𝐿 ×𝐹𝑎𝑙𝑠𝑒 𝐿𝐿 

√(𝑇𝑟𝑢𝑒 𝐿𝐿+𝐹𝑎𝑙𝑠𝑒 𝐿𝐿)(𝑇𝑟𝑢𝑒 𝐿𝐿+𝐹𝑎𝑙𝑠𝑒 𝐻𝐿)(𝑇𝑟𝑢𝑒 𝐻𝐿+𝐹𝑎𝑙𝑠𝑒 𝐻𝐿)(𝑇𝑟𝑢𝑒 𝐻𝐿+𝐹𝑎𝑙𝑠𝑒 𝐿𝐿)
...…Eq. 3.13 

Precision-Recall Curve (PRC) Area 

The PRC area is a metric measure obtained by plotting the model’s values of precision against 

recall (Srivastava & Singh, 2015). It is suitable for imbalanced data as it offers the performance of 
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a model by considering only the values of Positives and the difference between PRC and ROC is 

that PRC does not consider the values of Negatives (Saito & Rehmsmeier, 2015).   

Cohen's Kappa 

The Cohen’s Kappa or Kappa statistics measures the inter-rater reliability of categorical objects; 

the inter-rater reliability is the level of agreement between two binary raters (Wood, 2007). This 

metric measure produces values between -1 to +1, where a value close to +1 signifies agreement 

between the raters and a negative value depicts disagreement between the raters, however, the 

kappa has a benchmark value of 0.60; therefore, a model that produces a score below the 

benchmark has low reliability (McHugh, 2012). The equation (Eq. 3.14) states the formula for the 

Cohen’s Kappa (McHugh, 2012). 

𝜅 =  
Pr(𝑎)−Pr (𝑒)

1−Pr (𝑒)
 ………………………………….…..............................……. Eq. 3.14 

From the formula, 𝜅 represents the Cohen’s Kappa value, Pr(𝑎) signifies the actual observed 

agreement and Pr(𝑒) signifies the proposed probability of chance agreement. 

Mean Absolute Error (MAE) 

The mean absolute error is a valuable and popular metric for model evaluation (Chai & Draxler, 

2014).  The mean absolute error measures the proximity between predictions and ultimate results 

of two continuous variables (Willmott & Matsuura, 2005) and the formula in Eq. 3.15 shows the 

formula for the mean absolute error (Wang & Lu, 2018). 

𝑀𝐴𝐸 =  
1

𝑛
∑ |𝑃𝑖 + 𝐴𝑖|𝑛

𝑖=1  ………………………...……….....................……. Eq. 3.15 

From the formula, n represents the number of samples, 𝑃𝑖 is the predicted value and 𝐴𝑖 is the true 

value. 

Root Mean Squared Error (RMSE) 

The RMSE metric evaluates classifier performance with applications in fields such as climate 

research, meteorology and air quality (Chai & Draxler, 2014). Pardos et al (2012) applied it in 

educational data mining research to measure the performance of several classifiers based on the 

classifiers’ size of error. This metric of error evaluation is the square root of the mean squared 

error obtained from the equation in Eq. 3.16 (Wang & Lu, 2018) below. 
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𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ (𝑃𝑖 + 𝐴𝑖)2𝑛

𝑖=1  ………………………………...................……. Eq. 3.16 

From the formula, n represents the number of samples, 𝑃𝑖 is the predicted value and 𝐴𝑖 is the true 

value. 

Relative Absolute Error (RAE) 

The relative absolute error measures the performance of models by obtaining the ratio of the mean 

absolute value of actual predicted errors and the mean absolute value of the models’ predicted 

errors (Guo et al, 2015). A relative absolute error can range from zero to infinite value; however, 

a good model should have value close to zero. Eq. 3.17 shows the formula for the relative absolute 

error (Botchkarev, 2018). 

𝑅𝐴𝐸 =  ∑
|𝑃𝑖− 𝐴𝑖|

|�̅�− 𝐴𝑖|
𝑛
𝑖=1  ………………………………............................…. Eq. 3.17 

From the formula, 𝑃𝑖 represents the predicted value, 𝐴𝑖 represents the actual value, and �̅� 

represents the mean of the actual values over the training data. 

Root Relative Squared Error (RRSE) 

The root relative squared error measures the performance of models by obtaining the squared root 

for the ratio of the mean square value of actual predicted errors and the mean square value of the 

model’s predicted errors (Guo et al, 2015). For a classifier, the smaller the root relative square 

error value, the better the performance of the classifier. Eq. 3.18 shows the formula for the relative 

absolute error (Botchkarev, 2018). 

𝑅𝑅𝑆𝐸 =  √∑
(𝑃𝑖− 𝐴𝑖)2

(�̅�− 𝐴𝑖)2
𝑛
𝑖=1  ……………………………….........................…. Eq. 3.18 

From the formula, 𝑃𝑖 represents the predicted value, 𝐴𝑖 represents the actual value and �̅� represents 

the mean of the actual values over the training data. 

 Chapter Summary 

This chapter commenced with a brief overview of the educational data mining process using the 

CRISP-DM methodology. It also reflected on the research framework utilised in this study with 

discussion on the process followed, which are domain understanding, data understanding (data 
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collection), data preparation (attribute selection), data modelling and evaluation. For the modelling 

and evaluation parts, the chapter briefly explores the classifier models used in the research and the 

metric measures for evaluating the models. 

In conclusion, this chapter discussed the overall machine learning process followed in this study 

to achieve the research objective.  

The next chapter presents the machine learning process followed, the results obtained from the 

process and discussion of the results. 
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CHAPTER FOUR: DATA MODELLING, RESULTS AND DISCUSSIONS 

 Introduction 

The main aim of this research is to develop a predictive application that classifies low performing 

undergraduate students in NDU into two groups called HL and LL. To achieve this aim, some 

machine learning (ML) algorithms utilized on the dataset collected in NDU help to determine the 

ML algorithm that best models the data and subsequently utilises that algorithm to develop the 

predictive system for NDU. This chapter presents the results and discussion emanating from the 

educational data mining process using the WEKA modelling tool. In Chapter Three, this study 

described the entire methodological approach followed, involving data gathering, collation and 

discussions on chosen algorithms and metrics for evaluation.  

 Presentation and Discussions of Results 

In machine learning, a model can generalise the training data very well and behave poorly on new 

unseen data; this problem is called overfitting (Hämäläinen & Vinni, 2010). One method used to 

identify overfitting is the splitting of dataset into two parts, one part for training and the second 

part for testing (Ballard et al, 2007). The splitting method used in this research is 70/30; the first 

part with 70% of the dataset forms the dataset for training and the second part with 30% forms the 

dataset for testing how well the model generalises on unseen data.  

In preparation for mining, this research loads the complete dataset saved in Microsoft Excel csv 

file into the WEKA modelling tool for mining. Weka enables the automatic conversion of csv to 

arff and it is necessary to covert to arff as WEKA can only work with test files saved as arff.  

In pre-processing the data, the research used the WEKA modelling tool to convert the csv file into 

arff file and then made use of the resample filter to split the data into two parts for training and 

testing. The resample filter enables the splitting of the data into two parts without duplicating so 

there is certainty that the model has not seen any of the test data before. The algorithm below 

describes the steps followed to resample the data. 

Algorithm 4.1: Resampling of dataset 

Step 1. Start 

Step 2. Open WEKA modelling software 

Step 3. Select Explorer menu 
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Step 4. Select Open file  

Step 5. Choose dataset file from saved location 

Step 6. Click Open 

Step 7. Dataset file is loaded to WEKA 

Step 8. In the Pre-process menu, choose filter type, select unsupervised, select instance and 

select resample 

Step 9. For the 70% training dataset 

a. Click on the resample filter to see the properties 

b. On the properties menu, change the SampleSizePercent to 70 

c. Change noReplacement to True 

d. Click OK 

e. Click Apply 

f. Then click Save to save the training dataset 

Step 10. For the 30% test dataset 

a. Begin by clicking undo to get the entire dataset 

b. Then click on the resample filter to see the properties 

c. Keep the noReplacement option as True 

d. Change the invertSelection option to true (this ensures that only the remaining 30% 

dataset is selected) 

e. Click OK 

f. Click Apply 

g. Then click Save to save the test dataset 

Step 11. Stop 
 

With both training and test dataset in separate files, the mining process begins with running the 

analysis for the training dataset and making use of the model built for testing of the unseen test 

data. The modelling techniques used for classification in this research are J48 decision tree, logistic 

regression, multilayer perceptron, naïve Bayes and sequential minimal optimization algorithms.  

4.2.1 Presentation and Interpretation of Training Dataset 

For all the algorithms used, the best model is the one that has the best values for the selected 

metrics of performance measure. The metrics selected for this research are Kappa statistics, 

RMSE, Recall, Specificity, F-Measure and ROC area. The performance of the models was 

measured using the 10-fold cross validation method in WEKA. The presentation of results and 
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discussions of the five algorithms used in this study, which include J48, LR, MLP, NV and SMO 

are presented next. 

The J48 Decision Tree 

The J48 classifier is the first model built in this research through the use of WEKA modelling tool. 

The J48 algorithm is an extension of the C4.5 decision classifier’s eighth version in Java that 

provides more capabilities than the C4.5 algorithm (Han et al, 2011). This classifier builds a tree 

to show classification and it is a popular method used for classification tasks in EDM (Hussain et 

al, 2018). Table 4.1 summarises the results obtained from the modelling process with the use of 

the J48 algorithm and the diagram in Fig 4.1 depicts the performance of the model in WEKA 

environment.   

Table 4.1: The summary of training dataset results obtained from the J48 classifier model 

Metrics Value 

Kappa statistic 0.8979 

Mean absolute error 0.0643 

Root mean squared error 0.2085 

Relative absolute error 13.8717% 

Root relative squared error 43.299% 

Recall or Sensitivity 0.977 

Specificity 0.912 

Precision 0.951 

ROC Area 0.961 

F-Measure 0.964 

MCC 0.899 

PRC Area 0.960 
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Fig 4.1: The J48 classifier model showing the performance of the training dataset 

 

 

The Logistic Regression Classifier 

The logistic regression classifier, which is a binary classifier model is the second model built in 

the study. The logistic regression model looks at the probability that a student has a high risk of 

performing poorly based on the attributes considered as predictors for students in that group. The 

logistic regression model is a popular method used by several researchers in EDM community for 

classification task (Peña-Ayala, 2014). 

Table 4.2 summarises the results obtained from the modelling process using the logistic regression 

algorithm and the diagram in Fig 4.2 portrays the performance of the model in WEKA 

environment.   

Table 4.2: The summary of training dataset results obtained from the logistic regression classifier 

model 

Metrics Value 
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Kappa statistic 0.9143 

Mean absolute error 0.063 

Root mean squared error 0.1835 

Relative absolute error 13.5776% 

Root relative squared error 38.1076% 

Recall or Sensitivity 0.975 

Specificity 0.935 

Precision 0.963 

ROC Area 0.982 

F-Measure 0.969 

MCC 0.914 

PRC Area 0.984 

 

 

Fig 4.2: The logistic regression classifier model showing the performance of the training dataset 

The Multilayer Perceptron (MLP) 

The multilayer perceptron classifier model was the next to be built following the logistic regression 

model. The multilayer perceptron classifier is an artificial neutral network with several layers, 

which includes the input layer, hidden layer and output layer (Kantardzic, 2011). This classifier is 

the most popular artificial neural network model used for classification tasks in EDM (Mueen et 

al, 2016). 
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Table 4.3 shows the summary of the results obtained from the modelling process using the 

multilayer perceptron algorithm and the diagram in Fig 4.3 illustrates the performance of the model 

in WEKA environment.   

Table 4.3: Summary of training dataset results obtained from the multilayer perceptron classifier 

model 

Metrics Value 

Kappa statistic 0.9381 

Mean absolute error 0.0302 

Root mean squared error 0.1560 

Relative absolute error 6.5135% 

Root relative squared error 32.3991% 

Recall or Sensitivity 0.983 

Specificity 0.952 

Precision 0.972 

ROC Area 0.992 

F-Measure 0.978 

MCC 0.938 

PRC Area 0.993 

 

 

Fig 4.3: The multilayer perceptron classifier model showing the performance of the training dataset 

The Naïve Bayes Classifier 
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The fourth model built is the naïve Bayes classifier model. The naïve Bayes classifier is a common 

method used for classification task in EDM, which employs the Bayes theorem for conditional 

probabilities (Shahiri et al, 2015). It is termed “naïve” because it assumes that all attributes are 

independent of each other, which means that the probability of one attribute does not affect another 

(Osmanbegovic & Suljic, 2012).  

Table 4.4 shows the summary of the results obtained from the modelling process using the naïve 

Bayes algorithm and the diagram in Fig 4.4 shows the performance of the model in WEKA 

environment.   

Table 4.4: The summary of training dataset results obtained from the Naïve Bayes classifier model 

Metrics Value 

Kappa statistic 0.7601 

Mean absolute error 0.1164 

Root mean squared error 0.2901 

Relative absolute error 25.0931% 

Root relative squared error 60.2594% 

Recall or Sensitivity 0.919 

Specificity 0.838 

Precision 0.908 

ROC Area 0.945 

F-Measure 0.913 

MCC 0.760 

PRC Area 0.958 
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Fig 4.4: The Naïve Bayes classifier model showing the performance of the training dataset 

The Sequential Minimal Optimization (SMO) 

The sequential minimal optimization algorithm is an improvement on the algorithms used in 

support vector machine (SVM). The SVM is a classification model that searches and obtains the 

largest margin between two classes of data (Aggarwal, 2015). The SMO algorithm is a fast and 

simple algorithm that solves the problems with quadratic programming encountered in SVM 

models by breaking them into manageable problems and solving them analytically (Aruna & 

Rajagopalan, 2011). 

Table 4.5 shows the summary of the results obtained from the modelling process using the 

sequential minimal optimization algorithm and Fig 4.5 depicts the performance of the model in 

WEKA environment.   

Table 4.5: The summary of training dataset results obtained from the sequential minimal 

optimization classifier model 

Metrics Value 

Kappa statistic 0.9164 

Mean absolute error 0.0383 

Root mean squared error 0.1958 
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Relative absolute error 8.2693% 

Root relative squared error 40.6697% 

Recall or Sensitivity 0.984 

Specificity 0.923 

Precision 0.957 

ROC Area 0.954 

F-Measure 0.970 

MCC 0.917 

PRC Area 0.952 

 

 

Fig 4.5: The sequential minimal optimization classifier model showing the performance of the 

training dataset 

4.2.2 Presentation and Interpretation of Test Dataset 

After using the training dataset to build models with the five classifiers, which are the J48, LR, 

MLP, NV and SMO, the study used each model built for testing with the test dataset set aside to 

discover how well the model generalises. A model that performs well with a training dataset and 

performs badly with the test dataset is a biased model and considered not suitable for use with real 

world data (Lever et al, 2016). The presentation of results and discussions for the five algorithms 

used on test dataset are presented next 

The J48 Decision Tree 
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The J48 decision tree model built in Section 4.2.1 is used for testing the 30% dataset set aside for 

the testing purpose. The J48 decision tree is used to test with the model built with the J48 decision 

tree algorithm and the results from the testing is presented in Table 4.6 and Fig 4.6. 

Table 4.6 summarises the results obtained from the modelling process using the J48 decision tree 

algorithm and the diagram in Fig 4.6 gives the performance of the model in WEKA environment.   

Table 4.6: The summary of test dataset results obtained from the J48 classifier model 

Metrics Value 

Kappa statistic 0.9349 

Mean absolute error 0.0443 

Root mean squared error 0.1685 

Recall or Sensitivity 0.991 

Specificity 0.934 

Precision 0.963 

ROC Area 0.976 

F-Measure 0.977 

MCC 0.936 

PRC Area 0.977 

 

 

Fig 4.6: The J48 classifier model showing the performance of the test dataset 
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The Logistic Regression Classifier 

From the design of the logistic regression classifier model built and shown in Section 4.2.1, the 

dataset set aside for testing establishes how well the trained model can generalise. The logistic 

regression classifier tests the model built with the logistic regression algorithm and the results are 

presented in Table 4.7 and Fig 4.7. 

Table 4.7 shows the summary of the results obtained from the modelling process using the logistic 

regression algorithm and the diagram in Fig 4.7 depicts the performance of the model in WEKA 

environment.   

Table 4.7: Summary of test dataset results obtained from the Logistic Regression classifier model 

Metrics Value 

Kappa statistic 0.9227 

Mean absolute error 0.0608 

Root mean squared error 0.1724 

Recall or Sensitivity 0.982 

Specificity 0.934 

Precision 0.963 

ROC Area 0.988 

F-Measure 0.972 

MCC 0.923 

PRC Area 0.992 
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Fig 4.7: The Logistic Regression classifier model showing the performance of the test dataset 

The Multilayer Perceptron (MLP) 

The multilayer perceptron algorithm tests the model designed with the multilayer perceptron 

classifier in Section 4.2.1 with the 30% dataset set aside for the testing. The results from the testing 

are presented below in Table 4.8 and Fig 4.8. 

Table 4.8 shows the summary of the results obtained from the modelling process using the 

multilayer perceptron algorithm and the diagram in Fig 4.8 depicts the performance of the model 

in WEKA environment.   

 

 

Table 4.8: The summary of test dataset results obtained from the Multilayer Perceptron classifier 

model 

Metrics Value 

Kappa statistic 0.9631 
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Mean absolute error 0.0195 

Root mean squared error 0.1205 

Recall or Sensitivity 0.991 

Specificity 0.969 

Precision 0.982 

ROC Area 0.998 

F-Measure 0.987 

MCC 0.963 

PRC Area 0.999 

 

 

Fig 4.8: The Multilayer Perceptron classifier model showing the performance of the test dataset 

The Naïve Bayes Classifier 

With the naïve Bayes classifier model built and presented in Section 4.2.1; the test dataset set aside 

confirms how well the trained model generalises. The naïve Bayes classifier tests the model built 

with the naïve Bayes algorithm and the results from the testing are presented in Table 4.9 and Fig 

4.9. 

Table 4.9 summarises the results obtained from the modelling process using the naïve Bayes 

algorithm and the diagram in Fig 4.9 depicts the performance of the model in WEKA environment.   
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Table 4.9: The summary of test dataset results obtained from the Naïve Bayes classifier model 

Metrics Value 

Kappa statistic 0.7673 

Mean absolute error 0.1168 

Root mean squared error 0.2918 

Recall or Sensitivity 0.913 

Specificity 0.855 

Precision 0.917 

ROC Area 0.944 

F-Measure 0.915 

MCC 0.767 

PRC Area 0.956 

 

 

Fig 4.9: The Naïve Bayes classifier model showing the performance of the test dataset 

The Sequential Minimal Optimization (SMO) 

The training dataset model designed with the sequential minimal optimization algorithm is 

presented in Section 4.2.1 and with this model, the dataset set aside for testing was used to test and 

establish how well the trained data generalises. The SMO classifier is used to test the model built 

with the SMO algorithm and the results from the testing is presented in Table 4.10 and Fig 4.10. 
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Table 4.10 shows the summary of the results obtained from the modelling process using the 

sequential minimal optimization algorithm and the diagram in Fig 4.10 depicts the performance of 

the model in WEKA environment.   

Table 4.10: Summary of test dataset results obtained from the Sequential Minimal Optimization 

classifier model 

Type of Error Value 

Kappa statistic 0.9256 

Mean absolute error 0.0340 

Root mean squared error 0.1845 

Recall or Sensitivity 0.987 

Specificity 0.930 

Precision 0.961 

ROC Area 0.958 

F-Measure 0.974 

MCC 0.926 

PRC Area 0.957 

 

 

Fig 4.10: The Sequential Minimal Optimization classifier model showing the performance of the 

test dataset 
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4.2.3 Performance of Classifiers and Findings 

To determine the best classifier model for the type of data used in this study, five classification 

algorithms were used for modelling the data and their performances compared. This section deals 

with discussion on the performance and findings from the comparisons of the five algorithms used. 

Table 4.11 compares the performance of the classifier models based on correctly and incorrectly 

classified student data for the training dataset. From the table, MLP algorithm, correctly classified 

the highest number students (1596) for the entire training dataset and misclassified the lowest 

number of students (47). SMO has the next best performance classifier with 1580 records classified 

correctly and 63 misclassifications. The logistic regression follows SMO with the classification 

margin of two less than SMO, 1578 records are correctly classified and 65 records are incorrectly 

classified. J48 correctly classified 1566 student records and misclassified 77 records. For this 

study, the naïve Bayes shows the least performance with 182 misclassified records and 1461 

correctly classified records. 

For the performance of the algorithms in correctly classifying students in HL class, MLP 

outperformed the other algorithms; while for the performance of the algorithms in correctly 

classifying students in LL class, SMO performs best. However, the difference in performance 

between SMO and MLP in correctly classifying students in LL class is just one record. 

The focus in this study is to classify low performing students into two groups of HL and LL with 

the aim of providing students in the LL group with the urgent intervention assistance they need to 

perform better. The performance of the classifier models shows the SMO as the best classifier for 

correctly identifying students in LL class; however, the MLP is the best classifier in correctly 

classifying all student records with a difference of one in correctly classifying students in LL 

group. This study considers the MLP classifier as the most suitable classifier for the data used in 

this study for the training dataset; however, the study looks at performance of the classifiers with 

the test dataset before offering binding conclusions. 

Table 4.11: Comparison of the classifier models performance based on correctly and incorrectly 

classified student data for the training dataset 

 J48 LR MLP NB SMO 

Correctly classified students 1566 1578 1596 1461 1580 

Incorrectly classified students 77 65 47 182 63 

Correctly classified HL students 547 561 571 503 554 

Incorrectly classified HL students 53 39 29 97 46 
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Correctly classified LL students 1019 1017 1025 958 1026 

Incorrectly classified LL  students 24 26 18 85 17 

 

After looking at the performance of the five algorithms on the training dataset, the study compared 

the performance of the five algorithms on the test dataset. The table in Table 4.12 compares the 

performance of the classifier models based on correctly and incorrectly classified student data for 

the test dataset. From the table, MLP algorithm, correctly classified the highest number students 

(693) for the entire test dataset and misclassified the lowest number of students (12). J48 exhibited 

the next best performance with 684 records classified correctly and 21 misclassifications. SMO 

follows J48 with 681 records correctly classified and 24 incorrectly classified records. Logistic 

regression is next with 680 correctly classified student records and 25 misclassified records. For 

the test dataset, the naïve Bayes still shows the least performance with 76 misclassified records 

and 629 correctly classified records. 

For the performance of the algorithms in correctly classifying students in HL class, MLP 

outperformed the other algorithms. For the performance of the algorithms in correctly classifying 

students in LL class, MLP and J48 achieved the same level of performance.  

From the discussion above, the MLP classifier shows the best performance in correctly classifying 

all student records, students in HL and LL classes; therefore, this study considers the MLP 

classifier as the most suitable classifier for the data used based on its performance for both the 

training and test dataset.  

For the purpose of more analysis on the choice of the best classifier for the data used in this study, 

the study further reviewed the performance of the five algorithms based on the six selected 

evaluation metrics mentioned earlier. Table 4.13 and Table 4.14 show the comparison of the 

classifiers performance using the six selected metrics on the training and test dataset respectively. 

Table 4.12: Comparison of the classifier models performance based on correctly and incorrectly 

classified student data for the test dataset 

 J48 LR MLP NB SMO 

Correctly classified students 684 680 693 629 681 

Incorrectly classified students 21 25 12 76 24 

Correctly classified HL students 239 239 248 219 238 

Incorrectly classified HL students 17 17 8 37 18 

Correctly classified LL students 445 441 445 410 443 

Incorrectly classified LL  students 4 8 4 39 6 
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The six selected metrics used to evaluate the performance of the classifier models built in this 

research are the values of recall or sensitivity, specificity, ROC area, F-Measure Kappa statistics 

and root mean squared error (RMSE). The first metric considered is the recall or sensitivity value. 

The recall value measures the proportion of correctly identified LL records against all the LL 

records. For the training dataset shown in Table 4.13, the results show that all the classifiers 

achieve a recall value of over 90%. This indicates that all the classifiers are very sensitive, 

suggesting that they perform very well in classifying students in LL group. However, SMO 

achieved the highest recall value of 98.4% followed closely by the MLP classifier with 98.3% and 

the naïve Bayes classifier has the lowest recall value of 91.9%. 

 

 

Table 4.13: Comparison of the classifiers performance on the training dataset using the six selected 

metrics 

Model Recall Specificity ROC F-Measure Kappa RMSE 

J48 0.977 0.912 0.961 0.964 0.8979 0.2085 

LR 0.975 0.935 0.982 0.969 0.9143 0.1835 

MLP 0.983 0.952 0.992 0.978 0.9381 0.1560 

NV 0.919 0.838 0.945 0.913 0.7601 0.2901 

SMO 0.984 0.923 0.954 0.970 0.9164 0.1958 

 

The specificity value measures the rate of correctly classified HL records to the entire HL records. 

For the training dataset, all the classifiers achieved over 80% specificity values. This performance 

indicates that all the classifiers are very specific and they are capable of classifying students in HL 

group. The MLP classifier attained the highest specificity value of 95.2% and the naïve Bayes 

classifier has the lowest specificity value of 83.8%. The ROC area is a reliable measure of classifier 

performance that plots sensitivity against specificity; a ROC area value close to 100% indicates 

the model’s ability to classify students correctly in the group they belong. Results from Table 4.13 

for the training dataset show that all the classifiers have good ROC area values of over 90%; 

however, the MLP classifier model has the highest ROC value of 92.2% and the naïve Bayes has 

the lowest ROC area value of 94.5%. 

The F-Measure metric determines the average of precision and recall considering only high-risk 

students; the F-Measure can separately determine the performance of different classes. Table 4.13 

shows the results for high-risk students as the study is interested in this set of students. The MLP 

classifier has the highest value of 97.8% and the naïve Bayes model has the lowest value of 91.8%. 

The next metric is the Kappa statistic metric; a value close to one indicates that both classes concur 
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on the classification of students as either high risk of low risk. The MLP has the highest Kappa 

value of 0.9381 and the classifier with the lowest kappa value of 0.7601 is the naïve Bayes 

classifier. The kappa values for all the five classifiers are suitable for use as they have above 0.60, 

which is the benchmark value. 

The root mean square error (RMSE) is the final metric considered in this research. RMSE is the 

average error between the values predicted and the actual values. When a classifier has a low 

RMSE value, it shows that the classifier performs well. The results from the model demonstrate 

that the MLP classifier has the lowest RMSE value of 0.1560 and the naïve Bayes classifier has 

the highest RMSE value of 0.2901. Subsequently, the study looks at the performance of the 

classifiers on the test dataset based on the six selected metrics of evaluation. 

 

 

 

 

 

 

 

 

Fig 4.11: Summary of the classifiers performance on the training dataset using the six selected 

metrics 

The Figure 4.11 represents the summary of the performance of the classifiers on the training 

dataset using the six selected metrics in the form of a bar chart. The chart shows that the MLP 

model represented by the green bar is best in all metrics of evaluation except for recall value where 

the SMO model is better by a small margin. The naïve Bayes model with purple bar shows the 

worst performance for the training dataset in all the six selected metrics of evaluation. 
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Table 4.14: Comparison of the classifiers performance on the test dataset using the six selected 

metrics 

Model Recall Specificity ROC F-Measure Kappa RMSE 

J48 0.991 0.934 0.976 0.977 0.9349 0.1685 

LR 0.982 0.934 0.988 0.972 0.9227 0.1724 

MLP 0.991 0.969 0.998 0.987 0.9631 0.1205 

NV 0.913 0.855 0.944 0.915 0.7673 0.2918 

SMO 0.987 0.930  0.958 0.974 0.9256 0.1845 

 

For the test dataset result available in Table 4.14, the result shows that all the classifiers achieve a 

recall value of over 90%. This indicates that all the classifiers are very sensitive, suggesting that 

they perform very well in classifying students in LL group. However, the MLP and J48 classifiers 

performed best with values of 99.1% and the naïve Bayes classifier has the lowest recall value of 

91.3%. The specificity value measures the rate of correctly classified HL records to the entire HL 

records. For the test dataset, all the classifiers achieved over 80% specificity values, indicating that 

all the classifiers are very specific. The conclusion is that they perform very well in classifying 

students in HL group. The MLP classifier attained the highest specificity value of 96.9% and the 

naïve Bayes classifier has the lowest specificity value of 85.5%. The ROC area is a reliable 

measure of classifier performance that plots sensitivity against specificity. A ROC area value close 

to 100% indicates the model’s ability to classify students correctly in the group they belong. 

Results from Table 4.14 for the test dataset shows that all the classifiers have good ROC area 

values of over 90%; however, the MLP classifier model has the highest ROC value of 99.8% and 

the naïve Bayes has the lowest ROC area value of 94.4%. 

The F-Measure metric determines the average of precision and recall considering only high-risk 

students. The F-Measure can separately determine the performance of different classes. The Table 

4.13 shows the results for high-risk students as the study is interested in these set of students. The 

MLP classifier has the highest value of 98.7% and the naïve Bayes model has the lowest value of 

91.5%. The next metric is the Kappa statistic metric; a value close to one indicates that both classes 

concur on the classification of students as either high risk of low risk. The MLP has the highest 

Kappa value of 0.9631 and the classifier with the lowest kappa value of 0.7673 is the naïve Bayes 

classifier. The kappa values for all the five classifiers are suitable for use as they have above 0.60, 

which is the benchmark value. 

The root mean square error (RMSE) is the final metric considered in this research. RMSE is the 

average error between the values predicted and the actual values. When a classifier has a low 
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RMSE value, it shows that the classifier performs well. The results from the model show that the 

MLP classifier has the lowest RMSE value of 0.1205 and the naïve Bayes classifier has the highest 

RMSE value of 0.2918. 

 

Fig 4.12: Summary of the classifiers performance on the test dataset using the six selected metrics 

The result of the classifiers used on the test dataset shows some improvement compared to the 

training dataset based on the six selected metrics used for evaluating the models. The differences 

in performances are relatively low for models with better performance as is the case of the naïve 

Bayes classifier. The improvements in the model performance for the test dataset indicates that 

model built is highly unbiased and can generalise well for real world data.  

Figure 4.12 represents the summary of the classifiers performance on the test dataset using the six 

selected metrics on a bar chart. The chart shows that the MLP model represented by the green bar 

is the best in all metrics of evaluation and the naïve Bayes model with purple bar shows the worst 

performance for the test dataset in all the six selected metrics of evaluation. 

 Presentation of Feature Selection 

Feature selection in data mining can assist models by finding the most relevant features in the 

dataset, reducing the model’s complexities and improving the accuracy of the model (Neumann et 

al, 2016). In selecting optimal features, the decision to use either complete dataset or the training 
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dataset is necessary. However, making use of the training dataset offers the design of good model 

performance with reduced features, which is an appealing aspect in machine learning. Therefore, 

this study used the training dataset to identify and confirm the most relevant attributes out of the 

training dataset that contains 1643 student records. 

This section presents the results of feature selection using the WEKA modelling tool. This study 

used the training dataset and algorithms for feature selection available on WEKA called ‘attribute 

selector’. The algorithms rank the features in order of importance from best to least. The four 

attribute selectors used to accomplish the feature selection task are Correlation, Gain ratio, 

Information gain and ReliefF. With the results acquired from the ranking of these algorithms, this 

study implemented a method of determining the best features by consecutively modelling starting 

with the top four set of attributes ranked until all the 24 attributes were modelled. This consecutive 

modelling pattern is adopted from the research carried out by Ramaswani and Bhaskaran (2009) 

where they employed different attribute selectors to determine the best features for predicting 

students’ grades. 

Correlation 

The diagram in Fig 4.13 shows the correlation algorithm in WEKA ranking the features in other 

of importance from highest to lowest. From the diagram, the third column representing the attribute 

name shows that the four most important attributes are Sponsor qualification, Secondary school 

type, Work and Study and University accommodation while the least four features for this 

algorithm are Family size, Smart phone assistance, Attended primary school and Marital status. 
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Fig 4.13: Correlation ranked features from the most important to the least important 

Gain Ratio  

The feature ranked with Gain Ratio is presented in Fig 4.14. From the third column, the best four 

attributes are Sponsor qualification, Work and study, Secondary school type and Average SSCE 

score while the least four features are Sex, Family size, Attended primary school and Marital 

status. The Gain Ratio algorithm shares three best attributes (Sponsor qualification, Work and 

study, Secondary school type) and three least attributes (Family size, Attended primary school, 

Marital status) with the Correlation algorithm.  
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Fig 4.14: Gain Ratio ranked features from the most important to the least important 

Information Gain 

The diagram (Fig 4.15) presents the features ranked by the Information Gain algorithm. The 

attributes considered as the best four with this algorithm are Sponsor qualification, Weekly study 

time, Average SSCE score and Sponsor type while the least four features are, Family size, Sex, 

Attended primary school and Marital status. This algorithm shares the Sponsor qualification 

attribute as the best attribute with both Correlation and Gain Ratio algorithms. The Average SSCE 

score attribute is also part of the top four attributes for the Gain Ratio algorithm. The least features 

for the Information Gain algorithm are the same as the Gain Ratio algorithm, thereby sharing the 

three least attributes (Family size, Attended primary school, Marital status) with the Correlation 

algorithm. 
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Fig 4.15: Information Gain ranked features from the most important to the least important 

ReliefF  

The ranked attributes using the ReliefF algorithm is presented in Fig 4.16. From the third column 

the attributes considered as the best four for this algorithm are Family size, Sponsor type, Weekly 

study time and Sponsor qualification while the least four attributes are Course from Jamb, Own 

smart phone, Marital status and Attended primary school. All the algorithms share the Sponsor 

qualification attribute as part of the top four. The ReliefF algorithm shares the Sponsor type and 

Weekly study time attributes as top four attributes with the Information Gain algorithm. The 

attributes shared between all the four algorithms as part of the least four attributes are the Attended 

primary school and Marital status attributes. 
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Fig 4.16: ReliefF ranked features from the most important to the least important 

In summary, of all the feature selection algorithms used in this study, the attributes shared as part 

of the top four attributes by two or more of the algorithms are Sponsor qualification, Sponsor type, 

Secondary school type, Work and study, Weekly study time and Average SSCE score. This indicates 

that these attributes could contribute highly to how students are ultimately classified into 

performance groups. The attributes shared as part of the least four attributes by two or more of the 

algorithms are Family size, Sex, Attended primary school and Marital status, suggesting and 

closely intimating that these features may contribute least to students’ classified group. 

To assess the feature selection analysis further, the next section looks at the performance of the 

algorithms by successively modelling each algorithm from the best four features to the least 

significant feature.  

4.3.1 Performance Evaluation for Selected Features  

In evaluating the performance of the algorithms for feature selection, this study carried out 

consecutive modelling of the attributes ranked for each algorithm. The process followed to achieve 



 

81 

this is by selecting the top four attributes of each algorithm and consecutively adding the next 

ranked attribute until all the 24 attributes are complete. To evaluate the performance for the 

selected attributes, the study took note of the ROC and RMSE (abbreviated to RE in the tables) 

metric values for each set of attributes; these metrics are two widely used measures in evaluating 

model performance (Caruana & Niculescu-Mizil, 2004). 

Correlation 

The Table 4.15 presents the results of the consecutive modelling using the Correlation algorithm. 

From the table, the MLP model achieved the highest ROC value of 0.993 at 15 features and the 

lowest RMSE value of 0.1410 at 21 features. The logistic regression classifier model achieved the 

next best ROC value of 0.982 at 21 features and the SMO classifier achieved the next lowest 

RMSE value of 0.1796 at 20 features. The naïve Bayes classifier has the least performance with 

ROC value of 0.954 and RMSE value of 0.2700 at 13 features. Since the aim of feature selection 

is to identify the minimum number of features that attain the best performance for a model; 

comparing the best feature performance attained between the range of 15-21 features and the 

overall feature of 24 shows that this algorithm does not achieve the goal of feature selection. 

Therefore, the study considers the Correlation algorithm as unsuitable for achieving the purpose 

of feature selection. 

Table 4.15: Performance of the five classifiers on Correlation ranked attributes 

#F J48 LR MLP NB SMO 

ROC RE ROC RE ROC RE ROC RE ROC RE 

4 .899 .3235 .893 .3499 .908 .3303 .888 .3538 .785 .4187 

5 .913 .2963 .914 .3319 .941 .2928 .910 .3372 .813 .4179 

6 .924 .2718 .916 .3317 .955 .2647 .911 .3488 .813 .4179 

7 .952 .2423 .927 .3118 .963 .2296 .922 .3262 .849 .3701 

8 .955 .2267 .930 .3106 .979 .2065 .917 .3410 .835 .3830 

9 .967 .2055 .937 .3038 .978 .1859 .917 .3446 .862 .3515 

10 .969 .2058 .943 .2945 .974 .1782 .923 .3367 .859 .3558 

11 .964 .1987 .960 .2535 .978 .1838 .936 .3130 .904 .2909 

12 .972 .1909 .964 .2422 .988 .1628 .945 .2949 .912 .2736 

13 .966 .1874 .971 .2197 .982 .1671 .954 .2700 .924 .2479 

14 .967 .1818 .972 .2149 .988 .1532 .949 .2836 .934 .2275 

15 .964 .1897 .979 .1964 .993 .1460 .950 .2754 .952 .2019 

16 .966 .1903 .979 .1968 .991 .1502 .949 .2763 .949 .2064 

17 .967 .1907 .979 .1963 .989 .1471 .946 .2962 .942 .2193 

18 .965 .1953 .978 .1953 .988 .1503 .946 .2939 .939 .2288 

19 .967 .1922 .978 .1937 .992 .1443 .946 .2906 .942 .2234 

20 .968 .1930 .979 .1871 .992 .1414 .947 .2881 .961 .1796 
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21 .967 .1965 .982 .1835 .989 .1410 .946 .2887 .955 .1911 

22 .966 .2019 .982 .1824 .992 .1531 .945 .2906 .954 .1927 

23 .966 .2019 .982 .1833 .989 .1505 .946 .2899 .955 .1927 

24 .961 .2085 .982 .1835 .992 .1560 .945 .2901 .954 .1958 

Bst .972 .1818 .982 .1824 .993 .1410 .954 .2700 .961 .1796 

 

Gain Ratio 

The results of the consecutive modelling using the Gain Ratio algorithm is presented in Table 4.16. 

From the table, the MLP model achieved the highest ROC value of 0.994 at 14 features and the 

lowest RMSE value of 0.1471 at 17 features. The logistic regression classifier model achieves 

achieved the next best ROC value of 0.982 and lowest RMSE value of 0.1824 at 22 features. The 

naïve Bayes has the least performance with ROC value of 0.947 and RMSE value of 0.2827 at 9 

features. The range of optimal features for this algorithm is between 14-22 features and this is also 

considered as unsuitable in terms of achieving the purpose of feature selection. This study also 

rules out the Gain Ratio algorithm as unsuitable for achieving the purpose of feature selection. 

Table 4.16: Performance of the five classifiers on Gain Ratio ranked attributes  

#F J48 LR MLP NB SMO 

ROC RE ROC RE ROC RE ROC RE ROC RE 

4 .892 .3071 .893 .3461 .920 .2998 .885 .3580 .817 .4143 

5 .944 .2654 .936 .2895 .958 .2492 .934 .2899 .874 .3264 

6 .948 .2516 .938 .2872 .956 .2387 .937 .2866 .869 .3310 

7 .957 .2446 .947 .2813 .963 .2316 .941 .2828 .883 .3150 

8 .962 .2262 .950 .2797 .974 .2200 .943 .2925 .894 .3032 

9 .970 .2066 .964 .2515 .982 .1948 .947 .2827 .897 .2940 

10 .972 .1994 .966 .2510 .980 .1829 .941 .2897 .893 .3022 

11 .976 .1895 .966 .2514 .986 .1757 .941 .3072 .892 .3032 

12 .972 .1968 .967 .2512 .989 .1649 .936 .3207 .895 .2940 

13 .974 .1925 .967 .2491 .991 .1696 .933 .3336 .894 .2960 

14 .974 .1867 .971 .2296 .994 .1554 .935 .3227 .915 .2623 

15 .970 .1946 .978 .1967 .992 .1517 .944 .3034 .938 .2275 

16 .968 .1886 .979 .1958 .991 .1506 .947 .2951 .946 .2137 

17 .967 .1907 .979 .1963 .989 .1471 .946 .2962 .942 .2193 

18 .965 .1953 .978 .1953 .988 .1503 .946 .2939 .939 .2288 

19 .967 .1931 .980 .1900 .990 .1474 .947 .2895 .957 .1879 

20 .968 .1950 .980 .1874 .989 .1516 .946 .2926 .948 .2064 

21 .968 .1965 .979 .1860 .987 .1565 .946 .2913 .956 .1927 

22 .966 .2019 .982 .1824 .992 .1531 .945 .2906 .954 .1927 

23 .966 .2019 .982 .1833 .989 .1505 .946 .2899 .955 .1927 

24 .961 .2085 .982 .1835 .992 .1560 .945 .2901 .954 .1958 

Bst .975 .1895 .982 .1824 .994 .1471 .947 .2827 .957 .1879 
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Information Gain 

The results of the consecutive modelling using the Information Gain algorithm is presented in 

Table 4.17. From the table, the MLP model achieved the highest ROC value of 0.997 at 15 features 

and the lowest RMSE value of 0.1382 at 16 features. The logistic regression classifier model 

achieved the next best ROC value of 0.982 at 21 features and the J48 classifier achieves the next 

lowest RMSE value of 0.1814 at 16 features. The naïve Bayes classifier has the least performance 

with ROC value of 0.948 and RMSE value of 0.2853 at 18 features. The features with the best 

values for this algorithm lies within 15-16 features. This algorithm achieved the best ROC area 

value and lowest RMSE value achieved with minimum features of 16 compared to the complete 

24 features. This algorithm achieves the purpose of feature selection and it is considered as 

suitable. 

Table 4.17: Performance of the five classifiers on Information Gain ranked attributes 

#F J48 LR MLP NB SMO 

ROC RE ROC RE ROC RE ROC RE ROC RE 

4 .898 .3087 .911 .3120 .931 .2897 .907 .3313 .832 .3617 

5 .933 .2415 .933 .2676 .956 .2300 .925 .3126 .896 .2919 

6 .932 .2309 .932 .2680 .957 .2255 .919 .3217 .896 .2919 

7 .971 .2134 .957 .2686 .982 .1980 .936 .3062 .896 .2877 

8 .955 .2334 .959 .2671 .984 .1994 .932 .3013 .894 .2888 

9 .952 .2390 .959 .2675 .987 .1968 .927 .3201 .899 .2845 

10 .961 .2189 .964 .2590 .989 .1842 .931 .3126 .899 .2845 

11 .969 .2060 .967 .2508 .990 .1919 .937 .3029 .895 .2960 

12 .974 .1957 .967 .2493 .991 .1660 .933 .3196 .895 .2950 

13 .974 .1917 .969 .2326 .993 .1597 .935 .3124 .917 .2587 

14 .974 .1867 .971 .2296 .994 .1554 .935 .3227 .915 .2623 

15 .974 .1881 .972 .2250 .997 .1390 .935 .3201 .926 .2479 

16 .975 .1814 .976 .2140 .997 .1382 .938 .3147 .936 .2314 

17 .975 .1834 .976 .2135 .994 .1428 .940 .3081 .937 .2314 

18 .967 .1969 .980 .1895 .989 .1464 .948 .2853 .957 .1879 

19 .965 .2057 .980 .1874 .988 .1575 .947 .2891 .948 .2064 

20 .968 .1950 .980 .1874 .989 .1516 .946 .2926 .948 .2064 

21 .966 .2003 .982 .1833 .991 .1468 .946 .2924 .949 .2079 

22 .966 .2019 .982 .1824 .992 .1531 .945 .2906 .954 .1927 

23 .966 .2019 .982 .1833 .989 .1505 .946 .2899 .955 .1927 

24 .961 .2085 .982 .1835 .992 .1560 .945 .2901 .954 .1958 

Bst .975 .1814 .982 .1824 .997 .1382 .948 .2853 .957 .1879 
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ReliefF 

The results of the consecutive modelling using the ReliefF algorithm is presented in Table 4.18. 

From the table, the MLP model achieved the highest ROC value of 0.995 and the lowest RMSE 

value of 0.1416 at 20 features. The logistic regression classifier model achieved the next best ROC 

value of 0.983 at 18 features and the lowest RMSE value of 0.1814 at 20 features. The naïve Bayes 

classifier has the least performance with ROC value of 0.947 at 19 features and the lowest RMSE 

value of 0.2883 at 21 features. The range of optimal features for this algorithm is between 18-20 

features and this is also considered as unsuitable in terms of achieving the purpose of feature 

selection. This study considers the ReliefF algorithm as unsuitable for achieving the purpose of 

feature selection. 

Table 4.18: Performance of the five classifiers on ReliefF ranked attributes 

#F J48 LR MLP NB SMO 

ROC RE ROC RE ROC RE ROC RE ROC RE 

4 .906 .2974 .880 .3443 .938 .2837 .875 .3693 .804 .4136 

5 .907 .2954 .886 .3412 .944 .2810 .880 .3734 .812 .4016 

6 .932 .2684 .914 .3114 .950 .2570 .895 .3591 .863 .3418 

7 .942 .2427 .926 .3017 .959 .2205 .911 .3525 .863 .3410 

8 .952 .2294 .933 .2856 .972 .1998 .915 .3345 .878 .3101 

9 .953 .2295 .933 .2860 .982 .1913 .908 .3533 .875 .3140 

10 .950 .2117 .956 .2396 .985 .1807 .928 .3126 .923 .2552 

11 .943 .2155 .956 .2403 .983 .1617 .928 .3135 .921 .2516 

12 .948 .2177 .961 .2286 .989 .1501 .931 .3079 .930 .2405 

13 .946 .2198 .963 .2260 .991 .1523 .927 .3194 .930 .2392 

14 .952 .2137 .968 .2119 .985 .1609 .929 .3181 .935 .2366 

15 .953 .2149 .969 .2102 .982 .1611 .930 .3199 .940 .2314 

16 .961 .2081 .979 .1984 .990 .1599 .942 .3087 .944 .2207 

17 .963 .2047 .981 .1887 .992 .1418 .943 .3065 .950 .2064 

18 .962 .2043 .983 .1829 .994 .1506 .946 .2951 .951 .2034 

19 .962 .2042 .982 .1822 .991 .1485 .947 .2915 .953 .1989 

20 .966 .2054 .983 .1814 .995 .1416 .945 .2921 .955 .1927 

21 .966 .2052 .982 .1824 .994 .1453 .946 .2883 .954 .1927 

22 .966 .2019 .982 .1824 .992 .1531 .945 .2906 .954 .1927 

23 .961 .2085 .982 .1825 .993 .1482 .945 .2908 .954 .1958 

24 .961 .2085 .982 .1835 .992 .1560 .945 .2901 .954 .1958 

Bst .966 .2019 .983 .1814 .995 .1416 .947 .2883 .955 .1927 
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4.3.1.1 Summary of Results 

This section discusses the performance summary of the feature selection algorithms used to obtain 

the best features for this study. The algorithms used for this study are Correlation, Gain Ratio, 

Information Gain and ReliefF. The Table 4.19 showing the results summary presents the highest 

ROC value, the lowest RMSE value achieved by each algorithm and the range of the best features. 

These values were obtained from the successive modelling of each algorithm’s ranked features 

starting from the top four features until all the 24 features were modelled. From the table, the 

Information Gain algorithm performed best with minimum features achieving the highest ROC 

value of 0.997 and the lowest RMSE value of 0.1382.  

Table 4.19: Performance summary of feature selection algorithms used for selecting the best 

features 

Algorithm Highest ROC value Lowest RMSE value Range of best features 

Correlation 0.993 0.1410 15-21 

Gain Ratio 0.994 0.1471 14-17 

Information Gain 0.997 0.1382 15-16 

ReliefF 0.995 0.1416 18-20 

 

The summary of the performance of the feature selection algorithms show that minimum features 

can perform better than complete features because results from all the algorithms show a higher 

level of performance with less features than with the complete features. The model with the best 

performance employing the Information Gain algorithm is the multilayer perceptron classifier and 

its performance with minimum features between the ranges of 15-16 features has ROC value of 

0.997 and RMSE value of 0.1382 compared with the complete features where the ROC value is 

0.992 and RMSE value is 0.1560. This shows that the minimum features perform better than the 

complete features. Therefore, this study discards the least 8 ranked features and implements the 

top 16 ranked features with the Information Gain algorithm in the design of the prediction 

application for the Niger Delta University. The 16 selected features for the prediction application 

are: Sponsor qualification, Weekly study time, Average SSCE score, Sponsor type, Jamb score, 

Sponsor support, Secondary school type, Work and study, Sponsor income, Secondary school area, 

University accommodation, Postgraduate degree, Years before admission, Sports activeness, 

Post-UTME score and Course interest.  
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4.3.2 Performance of Multilayer Perceptron Classifier using the Best Selected Features  

The results from the summary of the feature selection algorithms in Section 4.3.1.1 shows that the 

Information Gain algorithm using the multilayer perceptron classifier achieved the best 

performance with minimum attributes of the top 16 ranked attributes. This section builds a new 

model for the study with the 16 selected attributes and the multilayer perceptron classifier, which 

achieves the best values from the consecutive modelling process. The modelling process begins 

with extracting the selected attributes in WEKA and then making use of the multilayer perceptron 

classifier to build the model. The Table 4.20 presents the results summary of the training dataset 

for the model built with the MLP classifier and the best features while the diagram in Fig 4.17 

shows the model built in WEKA environment. 

Table 4.20: Summary of multilayer perceptron performance results using the best features dataset 

with the training dataset 

 

From the table, all the metric values with the best features show good performance and when 

compared with the values obtained with the complete features; the best features perform even 

better. In comparison between the metrics values for the best features and the complete features; 

Recall for best features is 98.5% while Recall for complete features is 98.3%; Specificity for best 

features is 96.5% while Specificity for complete features is 95.2%; ROC for best features is 99.7% 

while ROC for complete features is 99.2%. The F-Measure for best features is 98.2% while F-

Measure for complete features is 97.8%; Kappa for best features is 0.9513 while Kappa for 

complete features is 0.9381; RMSE for best features is 0.1382 while RMSE for complete features 

is 0.1560. The results show improvement for every metric value using the 16 best features. From 

the results obtained with the minimum features, this study concludes that the multilayer perceptron 

classifier and the 16 optimal features ranked with the Information Gain algorithm is the best 

classifier for the dataset used for this study. Therefore, it is beneficial to design and implement the 

prediction application for the Niger Delta University with the multilayer perceptron classifier and 

the 16 selected features.   

Classification Items Values Metrics Values 

Correctly classified students 1606 Recall 0.985 

Incorrectly classified students 37 Specificity 0.965 

Correctly classified HL students 579 ROC 0.997 

Incorrectly classified HL students 21 F-Measure 0.982 

Correctly classified LL students 1027 Kappa 0.9513 

Incorrectly classified LL  students 16 RMSE 0.1382 
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Fig 4.17: The multilayer perceptron model built with the best features using the training dataset 

After obtaining the results from the training dataset from the MLP classifier using the best 16 

features, the study tests the model with the test dataset to ensure that the model is also free from 

bias and can generalise well. The 16 selected attributes were extracted from the test dataset and 

used to test the model designed using the best features with the MLP classifier. The Table 4.21 

presents the performance results of the testing process and the diagram in Fig 4.18 shows the model 

in WEKA environment. 

Table 4.21: Summary of multilayer perceptron performance results using the best features dataset 

with the test dataset 

 

 

Classification Items Values Metrics Values 

Correctly classified students 691 Recall 0.993 

Incorrectly classified students 14 Specificity 0.957 

Correctly classified HL students 245 ROC 0.996 

Incorrectly classified HL students 11 F-Measure 0.985 

Correctly classified LL students 446 Kappa 0.9568 

Incorrectly classified LL  students 03 RMSE 0.1323 
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Fig 4.18: The multilayer perceptron model obtained with the best features using the test dataset 

From the table, the metrics for evaluation obtained good values with the test dataset and in 

comparison with the training dataset, it shows that the model performs well and can generalise 

competently with real data. The metrics values obtained with the training dataset compared to the 

test dataset are Recall for training dataset is 98.5% while Recall for test dataset is 99.3%; 

Specificity for training dataset is 96.5% while Specificity for test dataset is 95.7%; ROC for 

training dataset is 99.7% while ROC for test dataset is 99.6%. The F-Measure value for training 

dataset is 98.2% while F-Measure for test dataset is 97.8%; Kappa for training dataset is 0.9513 

while Kappa for test dataset is 0.9568; RMSE for training dataset is 0.1323 while RMSE for test 

dataset is 0.1560. The good performance obtained using the model built for testing shows that the 

model performs very well with the test dataset and can generalise well. 

 Chapter Summary 

This chapter presented the results and discussion from the EDM process using the WEKA 

modelling tool. The chapter modelled the dataset collected for the research by applying five 

machine learning algorithms namely, J48, logistic regression, multilayer perceptron, naïve Bayes 

and sequential minimal optimization. Before modelling, the dataset was split into two parts, one 

part for training the model and the second part for testing the model built with the trained dataset. 
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The presentation, interpretation and performance evaluation of the training and test dataset were 

presented in this chapter. From the modelling process, the multilayer perceptron classifier was 

deemed the best model for classifying students’ performance for the dataset used in this study.  

The chapter further strove to select the best features within the dataset by using four feature 

selection algorithms called Correlation, Gain Ratio, Information Gain and ReliefF. The results 

obtained from the algorithms ranking features in order of importance from most important led to 

the consecutive modelling of features starting from the top four until all the complete features were 

modelled. The consecutive modelling process enabled this research to clarify that with the 16 most 

important attributes ranked by the Information Gain algorithm and the multilayer perceptron 

classifier achieves its best performance. Therefore, the study conclusively used the selected 16 

attributes and the multilayer perceptron classifier in the design and implementation of the 

prediction application for the Niger Delta University. The next chapter examines and extrapolates 

the development process of the prediction application for Niger Delta University using the 16 

attributes and the multilayer perceptron model. 
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CHAPTER FIVE: DESIGN, IMPLEMENTATION AND EVALUATION OF 

PREDICTIVE SYSTEM 

 Introduction  

This study proposed to design a predictive system that models the features of low performing 

undergraduate students in NDU. Through this model, new students with similar characteristics can 

be identified early and the university can set up the essential interventions to cater for these 

students’ needs. To achieve this aim, the research looked at five machine-learning classifiers and 

used the data collected from NDU to build models using the WEKA modelling tool. The previous 

chapter presented the results from the modelling process. 

This chapter develops the final stage of the research methodology (CRISP-DM) of this study, 

which is the deployment stage. For this deployment stage, the research developed a novel software 

for identifying low academic performance using the best algorithm identified in the modelling 

phase. To achieve the design of the predictive application for deployment, the research follows the 

design approach of gathering relevant requirements for the software, designing and evaluating the 

system. 

 The Study Perspective 

The use of technology provides easy ways to carry out tasks and produce accurate and timely 

results, thus different sectors seek technological methods to enhance their productivity. In 

education, the use of data mining technology has shown developments by the design of models, 

behavioural patterns and tools for educational data such as decisional tool (Selmoune & 

Alimazighi, 2008), LiMS (Macfadyen & Sorenson, 2010), EDM Workbench (Rodrigo et al, 2012), 

gaming the system (Baker et al, 2004), Off-task behaviour (Baker, 2007), Without Thinking 

Fastidiously (WTF) behaviour (Wixon et al, 2012). All of these models and systems have been 

developed and applied in few educational institutions, mostly in developed countries (Guri-

Rosenblit, 2006) and this constrains the growth and development of the educational data mining 

community in developing countries. 

To promote the development of EDM in developing countries, this research adds to the body of 

knowledge in EDM by designing a novel computer-based system that helps identify and classify 

low performing students into failure risk levels. The system helps to determine students that require 
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intervention early enough and with the results from the system students can receive the necessary 

assistance they need to progress in their academics.  

5.2.1 Components of the Predictive System 

This section offers a brief discussion of the components of the predictive system, which are the 

client and server. The client component of the predictive system is the web application designed 

with php programming language, which connects to the server through the internet. The client 

component presents a menu for entry of students’ data, which contains the best 16 features 

identified in section 4.3.1.1 by the feature selection technique during the data mining process and 

the server component of the predictive system contains the multilayer perceptron classifier model 

implemented in php using machine-learning libraries. 

5.2.2 The Design Process 

The design process followed in the design of the predictive system for NDU commenced with the 

selection of the best classifier model for this study presented in Chapter 4. The algorithm below 

represents the design process derived from the requirements for the predictive system. 

Algorithm 5.1: The design process 

Step 1. Start 

Step 2. Input student’s features, which are the best features identified (Sponsor 

qualification, Weekly study time, Average SSCE score, Sponsor type, Jamb score, 

Sponsor support, Secondary school type, Work and study, Sponsor income, 

Secondary school area, University accommodation, Postgraduate degree, Years 

before admission, Sports activeness, Post-UTME score and Course interest) 

Step 3. Use the best classifier identified, which is the multilayer perceptron model 

Step 4. Predict student’s failure risk as HL or LL 

Step 5. Output summary of invention required for student, student with HL (low risk) 

failure requires low intervention and student with LL (high risk) failure requires 

high intervention 

Step 6. Stop 
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5.2.3 The System Requirements 

In the organization of the Niger Delta University, each faculty within the university has faculty 

officers in charge of collecting and archiving students’ information. These faculty officers are the 

users of the prediction software designed and developed in this study. The role they play is to use 

the prediction application, get the predictions and forward the results to relevant authorities within 

the faculty. This initial processing ensures that intervention measures are set up early enough for 

the students correctly predicted by the software. From this premise, the research deduced the 

following list of requirements for the prediction software  

1. The application interface must be simple and easy to use 

2. The system must be secured and allow only authorised persons to make use of it 

3. The system must prevent error in prediction by ensuring all fields are selected  

4. The system must provide results timely and accurately 

5. The system must predict students risk level to enable early intervention 

5.2.4 Sample Model 

Prior to the development of the prediction application, the study designed a sample or pilot model 

of the software. This sample model designed using the storyboard plugin in Microsoft PowerPoint 

application shows a visual picture of the proposed software and UML diagrams to show the 

functions and activities of the proposed software. Based on this visual sample, it was easy to see 

how the proposed predictive system would behave and thus helped in creating the interface design 

of the predictive software easy. The diagrams presented in Fig 5.1 and Fig 5.2 amplify the UML 

diagrams while Fig 5.3 – Fig 5.6 demonstrates the design of the sample model.  

5.2.4.1 Sample model design 

This section offers sample model designs, which include the visual picture of the software using 

storyboard and some system designs such as the use case and context diagrams. A use case diagram 

illustrates users’ interaction with the system by showing the connection between users (or actors) 

of the system and their roles (or actions) with the system (Sengupta & Bhattacharya, 2006). Fig 

5.1 shows the case diagram adapted and contextualised for this research. A context diagram shows 

the relationship between the system and other external entities such as external data storage, users 

and other external systems (Sommerville, 2011). The context diagram shows the boundaries of the 

software and other systems that communicate with it. 
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Fig 5.1: Use case diagram showing the Faculty Officer’s roles in using the predictive system 

The use case diagram presented in Fig 5.1 shows the main actor or user of the system as the faculty 

officer. Only faculty officers primarily use the system as they are responsible for gathering and 

storing of student data, thus they are in the best position to use the system and communicate results 

with relevant stakeholders. The activities performed by the actors as shown in the diagram include 

gathering of students’ details, selecting student details in the software, viewing the predicted 

results and storing the predicted results for future use. 

 

Fig 5.2: Context diagram showing the data process and flow within the system 

The diagram in Fig 5.2 presents the context diagram of the software. This diagram shows the 

boundary of the system and other systems that interact with it. At the centre of the diagram is the 

predictive system and the faculty officer, login database and MLP classifier are systems that 
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interact with the predictive system. From the diagram, the Faculty Officer communicates with the 

predictive system by inputting student details and receiving the result predicted from the predictive 

system. The login database holds the login details from faculty officers and interacts with the 

predictive system by receiving requests to validate login details and it gives response of successful 

or unsuccessful validation. The MLP classifier receives request to predict student performance 

based on students’ details given and responds with the corresponding prediction for the students. 

 

Fig 5.3: Welcome screen 
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The diagram in Fig 5.3 shows the storyboard design of the welcome screen. This indicates the first 

page of the proposed web application, which offers instruction to users of the system on relevant 

student details to gather for the prediction purpose. This screen also informs the user that only 

authorized persons can access the software and has a login button to help the user gain access to 

the system. This page is relevant as it helps the system achieve a user-friendly feature and assist 

users know the relevant data to gather before using the system. 

 

Fig 5.4: Login Screen 
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The diagram in Fig 5.4 shows the storyboard design of the login screen. This page of the proposed 

web application allows users input their login details. These details are stored in a database, thus 

the details are first verified by checking the database to ensure that the user’s details, which are 

username and password, are stored there. Upon successful verification, the system grants the user 

access to the software. 

 

Fig 5.5: Sample design of predictive application for student information form 

The diagram in Fig 5.5 depicts the storyboard for the webpage of the proposed software. This 

diagram shows the 16 features selected as the best features determined by the feature selection 



 

97 

technique in section 4.3.1.1 and an additional feature called Matric Number for identifying the 

student. This page shows that the user of the system can select the corresponding options for a 

student from the dropdown menu of each feature.  It is important to note that all attributes must be 

selected for the system to offer predictions; therefore, the software must provide some measure to 

ensure that this is achieved. The page also shows two buttons for viewing the predicted results and 

for resetting the application. 

 

Fig 5.6: Sample design of predictive application for result prediction 
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The diagram in Fig 5.6 shows the storyboard of the result predicted for a student using the Matric 

Number to identify the student. This diagram illustrates each attribute in the system and the value 

of the attribute selected for the student, the “Result Prediction” label shows the class predicted by 

the software using the multilayer perceptron algorithm, which can be HL for low risk students and 

LL for high-risk students. Finally, the “Summary” label describes the level of intervention required 

for the student, which is either high intervention or low intervention; students with high-risk level 

requires high intervention and students with low risk level requires low intervention.  

With this sample model design created, the research easily designed the interface of the software; 

the next section discusses the predictive system design process and methods used to achieve the 

design. 

 Prototype of the Predictive System 

In the development of software, it is important to follow a software development methodology that 

clarifies in simple terms the entire development process of the software. For this research, the 

development of the predictive system follows rapid prototyping methodology described in section 

3.3.5.1 for the design of the software.  

The sample model in Section 5.3.2 assisted in the design of the system interface for the predictive 

software using the php programming language. The diagrams Fig 5.8 to Fig 5.11 summarise and 

amplify the snapshots of the designed application.  

5.3.1 Description of the predictive software design 

This section provides a thick description of the steps followed in the design of the predictive 

system. In order to achieve this, this research first outlines the use of the model built in WEKA to 

achieve the prediction. Many languages incorporate the WEKA modelling tool and one of such 

language is Python. The steps below describe the use of the WEKA model, python and php 

programming languages in the software: 

1. To use weka functionality in python the study makes use of wekapy library  

 

from wekapy import *  

Wekapy allow us to load the model created by WEKA software. 
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It is vital to mention the “classifier_type” which in this case in the MLP when loading the 

model. 

model = Model(classifier_type = "functions.MultilayerPerceptron") 

model.load_model("./MLP model.model") 

 

2. After loading the model, next is to create an instance of the model by using the instance 

function, which can assist with adding input parameter to the model. 

 

test_instance1 = Instance() 

 

3. The model consists of input and output parameters. Input parameters are the inputs required 

by the model to predict the output. In the case of this study the input parameters/features 

are the best selected 16 features given below  

 

Feature(name="SecType", value=schoolType, possible_values="{Pri,Pub}"), 

Feature(name="SecArea", value=schArea, possible_values="{Urb,Rur}"), 

Feature(name="SponType", value=sponsType, possible_values="{Guad,Par,Self}"), 

Feature(name="SponQual", value=sponsQual, 

possible_values="{Deg,NoDeg,NoEdu}"), 

Feature(name="SponInc", value=sponsInc, possible_values="{Med,High,Low}"), 

Feature(name="SponSup", value=sponsSup, possible_values="{High,Med,Low}"), 

Feature(name="WorkStudy", value=workStud, possible_values="{No,Yes}"), 

Feature(name="UniAcc", value=uniAcc, possible_values="{Cmps,OffCmps}"), 

Feature(name="BeAdmYrs", value=yearsBefore, possible_values="{None,5A,B5}"), 

Feature(name="CouInt", value=courseInt, possible_values="{High,Ave,Low}"), 

Feature(name="WkStud", value=studTime, possible_values="{High,Ave,Low}"), 

Feature(name="PgDeg", value=postDeg, possible_values="{Yes,Ns,No}"), 

Feature(name="SptAc", value=sportAct, possible_values="{High,Low}"), 

Feature(name="JambSc", value=jambScore, possible_values="{High,Low,Ave}"), 

Feature(name="PumeSc", value=pumeScore, possible_values="{Ave,Low,High}"), 

Feature(name="AveSc", value=ssceScore, possible_values="{Ave,High,Low}"), 
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The output parameter is the prediction and its value is unknown (signified by question 

mark) for every new student 

 

Feature(name="CGPA", value="?", possible_values="{HL,LL}") 

 

4. After setting the input and output features, the study adds the created instance to the model; 

this helps to predict the output from the model. 

 

model.add_test_instance(test_instance1) 

model.test() 

 

5. For hosting this code as a web service the study makes use of Flask which a python 

framework for microservice. The code for using Flask is given below 

 

from flask import Flask,request, jsonify 

import json 

app = Flask(__name__) 

@app.route("/", methods=['POST','PUT']) 

def predict(): 

 

6. Using flask, the study fetches the input parameters from the php website to model the 

service with the code below: 

 

field_mlp = request.json 

field_mlp_dict = dict(field_mlp) 

 

7. The code below fetches the data from the PHP website  

schoolType = field_mlp_dict['schoolType'] 

schArea = field_mlp_dict['schArea'] 

sponsType = field_mlp_dict['sponsType'] 

sponsQual = field_mlp_dict['sponsQual'] 

sponsInc = field_mlp_dict['sponsInc'] 

sponsSup = field_mlp_dict['sponsSup'] 
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workStud = field_mlp_dict['workStud'] 

uniAcc = field_mlp_dict['uniAcc'] 

yearsBefore = field_mlp_dict['yearsBefore'] 

courseInt = field_mlp_dict['courseInt'] 

studTime = field_mlp_dict['studTime'] 

postDeg = field_mlp_dict['postDeg'] 

sportAct = field_mlp_dict['sportAct'] 

jambScore = field_mlp_dict['jambScore'] 

pumeScore = field_mlp_dict['pumeScore'] 

ssceScore = field_mlp_dict['ssceScore'] 

 

8. When the model predicts the output, we return the prediction to php website and that result 

is displayed to the user  

 

predictions = model.predictions 

predict = str(predictions[0]) 

return predict[26:28] 

9. Finally, the study makes use of the code below to host the python file as a web service 

 

app.run(host = '0.0.0.0',port = 5011, debug = False, threaded=True) 

 

5.3.2 Prototype model design 

The design of the interface for the predictive system makes use of php programming language, 

MySQL database server for storing user login details. XAMPP is web application that allows easy 

testing and deployment of software, both php and MySQL as components included in the XAMPP 

software. This section presents snapshots of the designed predictive application. It focuses on the 

welcome screen for offering more information to users of the system on features required to use 

the software. It then moves to the login screen showing the screen where users input their login 

details. The predictive application screen for users to input the features required for prediction 

follows and then finally the result screen projects the output of the prediction based on input 

received. 
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Fig 5.7: Welcome Screen 

The snapshot in Fig 5.8 shows the design of the welcome screen. This is the first page of the web 

application that offers instruction to the system user on the relevant student details. This screen 

also informs the user that only authorized persons can access the software: this page also has a 

login button to allow the user gain access to the system. On this screen, the user receives prompt 

information of features required to use the system and this makes the software user friendly and 

interactive; user-friendliness and interactivity are part of the requirements of the software. The 

initial security feature notifies users to login before they can gain access to use the software. 
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Fig 5.8: System Login Page 

The snapshot in Fig 5.9 shows the design of the login screen. This page of the web application 

allows users to input their login details. These details are verified by the database to ensure that 

the user’s details, which are username and password, are stored appropriately and are activated 

immediately the system recognises these credentials. Upon successful verification, the system 

grants the user access to the software. This screen provides security for the software, thereby 

ensuring that only authorised persons can gain access to the system. The MySQL database server 

contains the login details of all authorised persons. 
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Fig 5.9: Prediction Application showing the user input 

The snapshot in Fig 5.10 depicts the input webpage of the software that shows the 16 features 

selected as the best. These are determined by the feature selection technique and an additional 

feature called Matric Number for identifying the student. This page shows that the user of the 

system can select the corresponding options for a student from the dropdown menu of each feature. 

The dropdown menu helps to rid the system of typing errors as all possibilities are predetermined. 

The screen also shows two buttons for viewing the predicted results and for resetting the webpage. 
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Fig 5.10: Prediction Application showing the prediction results 

The snapshot in Fig 5.11 shows the result predicted for a student using the Matric Number to 

identify the student. This diagram illustrates each attribute in the system and the value of the 

attribute selected for that student, the “Result Prediction” label shows the class predicted by the 

software, which can be HL for low risk students and LL for high-risk students. This result 

prediction is possible by the use of the multilayer perceptron algorithm model built in WEKA 

combined with the python and php programming languages as described in section 5.4.1. The 

“Summary” label describes the level of intervention required for each student based on the 
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prediction output; thus, students with high-risk level (LL students) require high intervention and 

students with low risk level (HL students) require low intervention.  

 Evaluation of the Predictive System 

This section discusses the evaluation of the system based on the requirements gathered, which 

helps to confirm that the designed software meets the system requirements. 

5.4.1 Software Evaluation 

This section presents an evaluation of the designed predictive software. The complete dataset for 

this research involved 2348 student records collected from the Niger Delta University. From the 

dataset, 30% set aside for testing using the resample filter in WEKA (details in Chapter Four) 

contains 705 student records. The snapshot in 5.12 depicts a section of the test dataset in an Excel 

file showing student records, actual result for the student and the predicted result acquired from 

the software. 

 

Fig 5.12: Cross-section of the test dataset showing student records, actual result and predicted 

result obtained from the Prediction Application 
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For each of the 705 records, the research inputted the 16 features into the predictive application to 

obtain a calculation of the prediction. The predicted value is inserted in the column called 

Predicted. Two columns called LowLow and HighLow was created to compare the actual and 

predicted values. In the columns two values are obtained, the value ‘A’ represents agree and ‘D’ 

represents disagree. The research produced four count for easy construction of the confusion 

matrix. In the LowLow column, the A values represents all the students with LowLow that are 

identified correctly; the D values represent all the students that are incorrectly identified as 

LowLow. For the HighLow column, the A values represent all the students with HighLow that are 

identified correctly; the D values represents all the students that are incorrectly identified as 

HighLow. 

 Table 5.22: Confusion matrix to discern the accuracy of the predictive application on the test 

dataset  

 

The results from the table show that 446 students were correctly identified as lowlow students and 

245 were correctly identified as highlow students. For the misclassification, 3 students in lowlow 

group were incorrectly grouped as highlow and 11 students in highlow group were misclassified 

as lowlow students. From the confusion metrics obtained, this research analyses the predictive 

application using some metric measures. 

Recall or Sensitivity 

This is the ratio of correctly identified number of True Positive records from the actual Positive 

records in the data and it measures the proportion of actual positives correctly identified. The ratio 

of correctly predicted lowlow students (446) to the actual number of students in the lowlow group 

(449) is 99.3%. This indicates that the predictive application is 99.3% sensitive in recognizing the 

students that require high intervention.  

Specificity 

This is the ratio of correctly identified True Negative records from the actual Negative records in 

the data and it measures the proportion of negatives correctly identified. The ratio of correctly 

predicted highlow students (245) to the actual number of students in the highlow group (256) is 

 Actual LL Actual HL 

Predicted LL 446 11 

Predicted HL 3 245 
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95.7%. This indicates that the predictive application is 95.7% specific in recognizing students that 

require low intervention. 

Prevalence 

This measures the ratio of the actual positives to the entire dataset. The ratio of the actual lowlow 

students (449) to the total number of students (705) gives a lowlow prevalence which is 63.7% 

compared to the ratio of highlow students (256) to the total number of students (705) gives the 

highlow prevalence which is 36.3%. This shows that the proportion of students requiring high 

intervention is more than twice the number of students requiring low intervention from the total 

number of low performing students in NDU.  

Accuracy 

This is the ratio of correctly identified lowlow and highlow students (691) to the total number of 

students in the test dataset (705), which is 98%. It measures the performance of the classifier in 

correctly classifying both groups. This indicates that the predictive application correctly classified 

691 students and misclassified 14 students out of the 705 students. The number of misclassification 

is low and it shows the predictive application has high sensitivity and discrimination power to 

predict students’ classes correctly. 

Precision 

This is the ratio of correctly predicted True Positives to all the Positive values predicted by the 

model. The ratio of correctly predicted lowlow students (446) to the total number of students 

predicted in the lowlow group (457) is 97.6%. Only 11 students out of 256 students in the highlow 

class was misclassified and placed in the lowlow class. This is not an extremely severe error, as 

the software achieves a high level of prediction and the misclassified students can benefit from the 

intervention given. 

F-Measure 

The F-Measure metric centres on the accuracy of predicting students that require high intervention. 

This metric is a combination of precision and sensitivity. From the results using the predictive 

application, 98.5% accuracy was achieved, which means that the predictive application correctly 

identified 98.5% of students that require high intervention and wrongly classified 1.5% of the 

students that require high intervention. The software achieves a high level of prediction and the 
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misclassified students can benefit from the intervention given. The good performance obtained 

using the model built for testing shows that the model performs very well with the test dataset and 

can generalise well. 

5.4.2 System requirements evaluation 

This section evaluates the system to ensure that the software meets all the specified system 

requirements by looking at the system requirements gathered for this study and outlining the 

methods used to ensure the software meets the requirements. These requirements considered users 

of the system by ensuring that the software offers a system that meets the basic needs of its users 

in an easy and interactive way. Below are the requirements of the system and discussion on 

methods used in the study. 

1. Simple and interactive interface: The first requirement is that the software interface must 

be simple and easy to use. The design of the software met this requirement by offering 

instructions on the use of the system and providing easy navigation between web pages. 

2. Secured system: The software requires security that ensures only authorized persons have 

access to it. The designed system meets this requirement by providing login information 

of authorized users; the login information comprises username and password stored in an 

encrypted database. 

3. Prevent prediction errors: Another requirement of the software is the prevention of 

prediction errors by ensuring that no student feature field is empty before the prediction 

process begins. The software met this requirement by ensuring that there is a notification 

for the user where there is an empty field and all fields are complete before prediction can 

take place. 

4. Timely and accurate results: The system also requires timely and accurate results to ensure 

users get correct predictive results. The software meets this requirement by ensuring the 

selection of all student feature fields and providing results by one simple click of the “view 

result” button. 

5. Provide risk level: The final requirement of the system is to ensure that the software 

predicts the risk level of new students to enable their institution/s to begin providing early 

intervention. The software meets the requirement by offering a result prediction and 

summary stating the risk level of the summary and the type of intervention required by the 

student. 
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 Chapter Summary 

This chapter offered a concise presentation of the last stage of the CRISP-DM process, which is 

the deployment stage. The knowledge acquired from the modelling and evaluation phases of the 

methodology led to the deployment stage. For this study, this phase involves using the acquired 

knowledge to design and implement a predictive system for the classification of low performing 

undergraduates in NDU into low risk and high risk categories. This categorisation initiates the 

necessary intervention, almost immediately after the correct prediction. In sum, this chapter 

evaluated the process of designing and implementing the acquired knowledge in the predictive 

system using the php programming language connected via the internet to the server. 
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CHAPTER SIX: SUMMARY AND CONCLUSIONS 

 Introduction 

The purpose of this study was to build a predictive system that classifies low-performing 

undergraduate students in NDU into low-risk and high-risk groups by employing the CRISP-DM 

methodology, which is commonly used in EDM to achieve project goals.  

This chapter seeks to confirm whether the goal of this study was achieved by looking at the five 

research questions outlined in Chapter One and to confirm if they were effectively answered in the 

study. 

1. Which factors are associated with low performance of undergraduates in Nigeria? 

2. How could these factors be represented using machine learning techniques? 

3. Which machine learning technique can best classify low performing students? 

4. What are the best set of features from the total descriptors in the dataset? 

5. Can the best machine learning technique and features identified assist in the design of a 

predictive system to identify low performing students? 

The chapter strives to evaluate whether the study answered the questions, how they were answered 

and how the predictive system developed in this study assists in solving the problem of identifying 

high-risk low-performing students in NDU. The chapter further makes a case for how this study 

contributed to new knowledge, the limitations of the study and recommendations for future 

researchers. 

 Evaluation of Research Findings 

The study evaluates the research findings specifically by focusing on the efficacy of the answers 

to all the research questions. In order to answer the research questions, the objectives outlined must 

be met and the findings from this process aids in assessing if the research accomplished its goal. 

6.2.1 Research Question One 

The first research question in this study is: “Which factors are associated with low performance of 

undergraduates in Nigeria?” To answer this question, the research strove to meet the objective 

below: 
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To examine and describe factors affecting underperformance of undergraduates in Nigeria by 

reviewing literature extensively 

In Section 2.5.1 the study reviewed the causes of poor academic performance with a focus on 

Nigeria and some of the causes identified are low financial income, low support from guardians 

and parents, lack of employment for graduates, poor study plans, family educational background, 

lack of interest in the course of study, etc. These causes identified from the review assisted the 

research in identifying relevant features during the data collection process and pre-processing. 

6.2.2 Research Question Two 

The second research question in this study was “How can these factors be collected and represented 

in machine-readable format for mining?” To answer this question, the research focused on meeting 

the objective below: 

To collect low performing students’ data in NDU based on factors identified from literature using 

data capturing techniques and convert the data from source documents to machine readable 

format using Microsoft Excel 

The study in Section 3.3.2.1 described the data collection process by collecting and reviewing 

available records. These records collected from the university in different formats of pdf and hard 

copies were converted from the source documents and stored in Microsoft Excel files. The factors, 

which were represented in the physical files were matched to features from the data collected and 

represented in the appropriate data mining format prior to mining. 

Thus, these converted to machine-readable format assisted the research in the modelling process. 

6.2.3 Research Question Three 

The third research question in this study is “Which machine learning technique can best classify 

low performing students?” To answer this question, the research strove to meet the objective 

below: 

To identify the best machine learning technique for classifying low performers in NDU by 

analysing five machine-learning algorithms were used for classification, namely J48, LR, MLP, 

NV and SMO 
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The algorithm that performs the best in classifying the low-performing students’ dataset is the 

multilayer perceptron classifier using values such as Recall, Specificity, ROC, F-Measure, Kappa 

and RMSE. The study focused on the performance of the five classifiers used in this study in 

Section 4.2.3 and presents the results from the modelling process using the training dataset to build 

the classifier models and the test dataset to test the models generated in this study. From the 

performance of both the training and test dataset and the six metrics of evaluation used, the 

multilayer perceptron was selected as the best model for the dataset used in this study. 

6.2.4 Research Question Four 

The fourth research question in this study is “What are the best set of features from the total 

features in the dataset?” To answer this question, the research attempts to meet the objective below: 

To select the best features from the dataset using four feature selection techniques, which are 

Correlation, Gain Ratio, Information Gain and ReliefF 

The best features identified in this study used four feature selection techniques to rank the 24 

features using the training dataset and the results in Section 4.3 amplify what this study established. 

Subsequently, the results from the ranking process assisted in the consecutive modelling of the 

features ranked; the evaluation of the performance from the successive modelling is presented in 

Section 4.3.1. From the successive modelling, the study identified the top 16 ranked attributes 

using the Information Gain algorithm as the best features for the dataset in this study. The 16 

features identified are: Sponsor qualification, Weekly study time, Average SSCE score, Sponsor 

type, Jamb score, Sponsor support, Secondary school type, Work and study, Sponsor income, 

Secondary school area, University accommodation, Postgraduate degree, Years before admission, 

Sports activeness, Post-UTME score and Course interest. 

These 16 features identified were ultimately used in the design of the predictive software for the 

Niger Delta University. 

6.2.5 Research Question Five 

The fifth research question in this study is “Can the best machine learning technique and best 

features identified assist in the design of a predictive system to identify low performing students?” 

To answer this question, the research strove to meet the objective below: 
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To use the best machine learning algorithm and the best features identified to design a predictive 

system for identifying low performers in NDU using PHP programming language 

The best features and the best machine learning algorithm identified in this study were used in the 

design of the predictive system to classify low-performing students in NDU using the PHP 

programming language. The design of the predictive software was presented in Section 5.4.  

 Summary of conclusions 

Low academic performance is a challenge for every institution in society and this severely affects 

the goals of these educational institutions, which is to prepare their scholars for the society by 

providing quality education that ultimately allows them compete favourably in the society 

(Velazquez et al, 2006). This low academic performance challenge also affects institutions as 

universities that record high rate of poor academic performance receive low university rankings 

on global scales (Dill & Soo, 2005). Furthermore, tertiary institutions regularly come up with 

policies to enhance their growth, thus they are constantly looking for effective and efficient 

methods that could create improved policies for their institutions. As stated earlier, low academic 

performance cuts across every society; however, the challenge is more prominent in developing 

countries, which has low-income earners, poor access to good medical care, poor electricity and 

poor funding that only complicate the performance capacities in their intakes (Walker et al, 2007).   

Research in recent times has used data mining techniques to gain knowledge about students and 

their learning patterns, yet scholars have not successfully designed robust and informed models 

for developing countries (Vahdat et al, 2015). Although some good models exist for scholars in 

developed countries, it is necessary to design models for developing nations, as the attributes of 

low performance often vary with the specific contextual factors in every society. Using data mining 

methods, organizations gain previously unknown knowledge from huge sets of data (Milovic & 

Milovic, 2012) and since educational institutions regularly produce huge amount of data, this fits 

quite well. Hence, this research interrogates the possibilities and practicalities of employing 

machine-learning methods to classify students with low academic performance in a Nigeria as a 

developing country.  

To achieve this goal, this research follows the method of identifying key attributes of low academic 

performance in Nigeria, comparing the performance of five different machine-learning algorithms, 

selecting the best features from the entire attributes collected, selecting the best classifier model 

and developing a predictive software using the best classifier model identified. This proposed 
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software provides the university with timely and accurate information to identify low performers 

and assist the university intervene early enough.  This research utilises data collected from the 

Niger Delta University, a public university in Bayelsa state, Nigeria, to achieve the objectives of 

the research. The development of the predictive system is the most novel contribution of this thesis 

to the body of knowledge and serves as a platform to solve the problem associated with identifying 

learners that perform poorly in higher education for developing countries. 

 Challenges and Limitations of this Study 

This study focused on the classification of low-performing students in only one university in 

Nigeria. The purpose was to classify low performing students in the university into two groups 

based on their exposure risk to failure so that new students with high risks of failing can be 

identified by stakeholders early enough, enabling them provide appropriate plans for intervention. 

This study also evaluated the software with only the test dataset; therefore, the study undertook no 

evaluation with new students in the current study.  

There were some challenges faced in the data collection process and the subsequent section 

outlines these challenges. 

6.4.1 Data Collection Challenges 

Data collection from online data repositories offers extensive data that can be easily located and 

used (Siemens & Baker, 2012). However, the process of physically collecting stored data from any 

organization is seriously challenging and requires a lot of time. The challenges experienced during 

the data collection process are as follows: 

1. Delays: the amount of time spent in gathering data; from the time spent on waiting for 

feedback from stakeholders with regards commencing the actual data collection, the time 

spent on collecting the data, to the time spent on collating the data proved challenging.  

2. Locations of data: data was not available in one physical location and the researcher had 

to move from one faculty to another. Even at the faculty level, student details are kept by 

different faculty officers while student performance results are kept by either the heads of 

departments or departmental examination officers.  

3. Missing/incomplete fields: the data contained a huge amount of incomplete/missing fields 

in the data.   
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4. Data collation and cleaning: data collation and cleaning was tedious and required a great 

deal of attention. The researcher verified records to ensure these complied with parameters 

designed for this study. Each record was double-checked in order to confirm both the value 

and reliability of such data record.  

5. Eliminating bias: the data collected was from only one university in Nigeria. This 

introduces some form of bias, as the population of students in the university consists mainly 

of students from the region where the university is located. The aim of this study stated 

Nigerian higher educational institutions as the population for the study, thus, to eliminate 

bias this study suggests the use of the predictive application in universities across other 

regions the country to discover discrepancies and extend the software to fit different 

regions where necessary.  

The challenges experienced during the research were strictly outside the control of the researcher, 

as the challenges required patience, time and a good attitude towards supporting staff. In situations 

where the researcher could make adjustments to save time like communicating with two or three 

faculties concurrently, the researcher wasted no time in doing so. 

 Further Research 

This study recommends further research in extending the capabilities of the system to include 

monitoring students’ learning patterns, predicting individual students’ grades and suggesting 

intervention methods applicable to stakeholders. 

The study focused on only one university in Nigeria, therefore further researchers could extend 

this use of the software to other higher institutions in developing countries, Nigeria in particular, 

to enable the development of a unified model that all higher degree institutions can use in the 

country.   
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